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The field of visual search has gained significant attention recently, particularly in the context of web search 

engines and e-commerce product search platforms. However, the abundance of web images presents a chal- 
lenge for modern image retrieval systems, as they need to find both relevant and diverse images that maximize 
users’ satisfaction. In response to this challenge, we propose a non-dominated visual diversity re-ranking 
(NDVDR) method based on the concept of Pareto optimality. To begin with, we employ a fast binary hash- 
ing method as a coarse-grained retrieval procedure. This allows us to efficiently obtain a subset of candi- 
date images for subsequent re-ranking. Fed with this initial retrieved image results, the NDVDR performs 
a fine-grained re-ranking procedure for boosting both relevance and visual diversity among the top-ranked 
images. Recognizing the inherent conflict nature between the objectives of relevance and diversity, the re- 
ranking procedure is simulated as the analytical stage of a multi-criteria decision-making process, seeking 
the optimal tradeoff between the two conflicting objectives within the initial retrieved images. In particular, a 
non-dominated sorting mechanism is devised that produces Pareto non-dominated hierarchies among images 
based on the Pareto dominance relation. Additionally, two novel measures are introduced for the effective 
characterization of the relevance and diversity scores among different images. We conduct experiments on 

three popular real-world image datasets and compare our re-ranking method with several state-of-the-art im- 
age search re-ranking methods. The experimental results validate that our re-ranking approach guarantees 
retrieval accuracy while simultaneously boosting diversity among the top-ranked images. 
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 INTRODUCTION 

s of recently, most popular search engines or e-commerce platforms, such as Google, Bing, eBay,
nd Alibaba, provide the function of visual search . Typically, visual search allows users to search
he web using an image instead of text as a query to retrieve similar images, products, pages, and
o on. However, the proliferation of web images has challenged the effectiveness and efficiency of
isual image retrieval. The initial search results usually contain irrelevant or unexpected images.
his issue has given rise to the research field of image re-ranking to fine-tune the initial search
esults. After re-ranking, the retrieval accuracy of image search can be substantially improved [ 9 ,
8 , 33 ]. 

Most image re-ranking approaches are relevance-based, aiming to re-rank initial image lists to
aximize the relevance of the top images to the query [ 7 , 50 ]. However, in practical applications,

uch relevance-based re-ranking methods often fail to fully satisfy the intentions of users [ 52 ]. This
s primarily due to the vast number of images being generated and shared on the web every day,
eading to a significant presence of near-duplicate images. Figure 1 illustrates an example of the
op 10 images provided by Google visual search, where the leftmost image is the query instance.
learly, most of the results are nearly identical by the default visual relevance-only search. This

ssue, commonly known as “the lack-of-diversity problem”, is frequently encountered in real-world
isual image search systems [ 24 , 56 ]. With the exponential growth of web images, relying solely
n visual relevance for image re-ranking tends to yield redundant image results. This redundancy
laces unexpected burdens on users, wasting their time spent on manually viewing and selecting
mages, thereby diminishing their overall experience. Conversely, enhancing the diversity of top
mages in the retrieved results can significantly aid users in identifying preferred images. The
mportance of diversity is also paramount in visual image search-based product recommendations
n e-commerce platforms [ 56 ]. When the majority of retrieved products are similar, users can
asily become overwhelmed and quickly lose their shopping interest. 

Therefore, modern image visual search systems require to return both accurate and diverse im-
ge results to provide a more comprehensive response to user queries [ 36 , 42 ]. Many researchers
ave dedicated their efforts to making the top-ranked results diversified [ 4 , 5 , 16 , 20 , 34 ]. Generally,
he ultimate goal of image search re-ranking is to refine the retrieved results toward enhancing
iversity that covers as many different visual aspects as possible while ensuring retrieval accuracy
imultaneously. Most existing image re-ranking methods primarily focus on text-based diversi-
cation [ 6 ], such as query explanation [ 31 ] and textual mining [ 6 , 39 ]. As a complement, visual
iverse search conducts visual content-based diversification that is typically concentrating on two
spects, namely image representations and search result diversification strategies. On one hand,
arious visual descriptors are employed to mine visual information from multiple perspectives [ 2 ,
 , 19 , 35 ]. On the other hand, various diversification strategies are used to rank or re-rank image
earch results, among which representative techniques include clustering-based methods [ 1 , 43 ,
7 ], optimization-based methods [ 18 , 29 , 45 ], and graph-based methods [ 9 , 28 ]. 

As mentioned previously, the image search re-ranking task is a typical multi-criteria optimiza-
ion problem. An image retrieval system may desire to explore all possible optimal solutions of
elevance and diversity objectives simultaneously, known as a tradeoff analysis. In the pursuit of
CM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 3, Article 79. Publication date: November 2023. 
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Fig. 1. An example of top 10 results retrieved from Google image search. 
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nding the optimal tradeoff between conflicting objectives, the concept of Pareto optimality of-
en comes into play. Pareto optimality is a well-developed principle in the field of multi-objective
ptimization [ 12 ]. The concept of Pareto optimality is explained based on the Pareto dominance
elation to identifying solutions that are superior to others regarding the conflicting objectives for
ecision making. For a multi-objective problem with m objectives to be simultaneously optimized,
 solution x is said to dominate another solution y if x is better than y for at least one objective
nd is not worse for any other objectives. In other words, x dominates y if and only if 

x � y, if 

{ 

f i (x ) > f i (y), ∃i 
f j (x ) ≥ f j (y), ∀j � i (1)

here f i (i = 1 , . . . , m) denotes the objective function, the symbols ‘ > ’ and ‘ ≥’ measure the bet-
erness of two solutions, and the symbol ‘ �’ denotes the domination relation. The Pareto-optimal
olutions provide the optimal possible tradeoffs between the objectives, and any solution that is
ot Pareto-optimal is considered to be dominated by one or more Pareto-optimal solutions. In
he context of visual image search, it is crucial to ensure that each top-ranked result is not dom-
nated by the subsequent image results in terms of both relevance and diversity. However, to the
est of our knowledge, none of the existing visual image search methods explicitly achieve Pareto
ptimality. 
This article proposes a novel approach called the Non-Dominated Visual Diversity Re-ranking

NDVDR) method for relevant and diverse visual image search. Starting with a candidate subset
f images retrieved using binary hashing, which is known for its efficiency in large-scale visual
mage retrieval, the NDVDR method performs visual re-ranking with non-dominated sorting based
n Pareto dominance relationships among images to refine the initial results and enhance both
elevance and diversity among the top-ranked search results. The main contributions of this work
an be summarized as follows: 

• We introduce the concept of Pareto optimality into the field of visual image search re-
ranking, providing a principled approach for multi-criteria decision making when return-
ing image results. 

• We define optimality conditions on image pairs to explore the Pareto domination relation
and introduce relevance and diversity scoring functions to quantify the relations among
different image pairs. These mechanisms enable an effective evaluation of the tradeoff be-
tween relevance and diversity in the context of image retrieval. 

• The NDVDR we propose provides a generic framework that can be applied to any initial
retrieval results obtained from existing methods. This flexibility allows for easy extension
and integration of our re-ranking mechanism into different retrieval systems, making it
applicable and adaptable to various scenarios. 

• As preliminary results, we demonstrate the significant effectiveness of our proposed ND-
VDR method through comprehensive experimental evaluations on three real-world image
ACM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 3, Article 79. Publication date: November 2023. 
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datasets. Furthermore, we integrate our re-ranking mechanism into other image retrieval
systems and different visual image representations to validate its generalizability and ex-
tensibility across different retrieval settings. 

The rest of the article is outlined as follows. Section 2 gives an comprehensive overview of
mage search re-ranking. Section 3 elaborates the proposed NDVDR framework and the re-ranking
lgorithm. Section 4 discusses the experimental results in details, and finally, some conclusions are
ade in Section 5 . 

 RELATED WORK 

hile the majority of image search systems prioritize relevance, modern image retrieval tasks
ace the challenge of providing both relevant and diverse results [ 25 , 26 ]. To address this chal-
enge, image search re-ranking methods have been extensively developed to enhance both the rel-
vance and diversity among the top-ranked image results. Originally stemming from text-based
etrieval systems, image search re-ranking emerged as a solution to tackle ambiguity in textual
ueries [ 20 , 39 ]. Additionally, with the popularity of exploiting visual information in image con-
ent description, visual image search re-ranking has also garnered attention, aiming to provide a
ore comprehensive feedback of image visual content [ 2 , 35 ]. Our work focuses on visual image

earch re-ranking. A typical image search re-ranking method involves a two-step process: first, an
nitial ranked list of candidate images is retrieved using various image retrieval methods based on
heir relevance to the query; second, the initial image list is refined to include a subset of images
hat exhibit maximum diversity. Existing methods in image re-ranking primarily center around
mage representations [ 19 , 35 ], image re-ranking strategies, and various combinations thereof. A
lethora of image re-ranking methods exist, ranging from image clustering [ 16 , 20 ], objective op-
imization [ 29 , 37 ], and graph-based re-ranking [ 9 , 28 ] to hybrid approaches [ 44 , 53 ]. This section
rovides a comprehensive review of the aforementioned methods. 

.1 Image Representation 

arious types of image features can be extracted from different information sources, including
ext, credibility, visual, or hybrid sources. For text sources, images shared on social media are of-
en annotated with free tags by users to describe their content, and these textual descriptions can
ary depending on different user habits [ 20 , 34 , 39 ]. Some approaches perform interactive learn-
ng based on human-machine or human-in-the-loop efforts to achieve high accuracy [ 3 , 4 , 40 , 54 ]
y employing user feedback regarding relevance and diversity. In terms of visual representation,
arious image features have been developed. Boato et al. [ 2 ] highlighted that image visual repre-
entations contain much more information than their textual descriptors. They proposed to exploit
isual saliency for object-category level diversification that combines similarity measures of image
ackground and foreground. Leuken et al. [ 48 ] introduced a dynamic weighting function for differ-
nt visual features to capture image information at different scales. Deep visual features were also
idely used in visual image search [ 35 , 49 ]. Milbich et al. [ 35 ] employed deep metric learning that

ggregates diverse visual features to capture a diverse range of image representations for better
earning of visual similarity. Inspired by recent advancements in vision transformers [ 13 , 17 , 46 ]
cross various computer vision tasks, Chen et al. [ 13 ] proposed learning multi-scale feature rep-
esentations using vision transformer models to produce stronger image features. Tang et al. [ 46 ]
eveloped an augmented shortcut scheme in a vision transformer to improve the diversity of im-
ge features. Conventional hybrid approaches combine textual and visual information [ 10 , 16 , 22 ].
or instance, Goynuk and Altingovde [ 22 ] fused different methods of relevance and diversity eval-
ation based on various textual and visual features to diversify image search results. 
CM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 3, Article 79. Publication date: November 2023. 
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.2 Clustering-Based Image Re-Ranking 

n this category, clustering methods are employed to group images into clusters so that similar im-
ges are placed in the same cluster, whereas dissimilar ones are separated into different clusters.
fterward, image re-ranking would iteratively select representative images from each cluster to
romote the diversity of the top-ranked image results. Various clustering techniques, such as hi-
rarchical clustering [ 1 , 11 , 16 , 20 , 38 , 43 , 49 ] and density-based spatial clustering (DBSCAN) [ 43 ],
ave been widely used for image re-ranking tasks. The determination of the number of clusters
ignificantly impacts the quality of the clustering results. The hierarchical clustering methods
erge or split image sets based on their textual or visual distance to form clusters. Vandersmissen

t al. [ 49 ] proposed an adaptive hierarchical clustering method that tries to identify the optimal
umber of clusters by observing reference points from the plot of the number of clusters versus the

nter-cluster distance. Castellanos et al. [ 11 ] utilized hierarchical agglomerative clustering to group
mages based on the latent topics of their textual content. Peng et al. [ 38 ] improved the relevance
nd visual diversity of results by re-ranking images using social metadata through hierarchical
lustering. In the work of Seddati et al. [ 43 ], DBSCAN was utilized to perform clustering on the
eighted textual features and deep visual features, which not only adaptively adjust the number of

lusters but also resist noise in the initial results. Dang-Nguyen et al. [ 16 ] employed the balanced
terative reducing and clustering method to group similar images based on their textual and visual
escriptions, then images were extracted from different clusters based on a measure of the user’s
redibility. Benavent et al. [ 1 ] employed both classical k -means and hierarchical agglomerative
lustering based on the latent textual information to generate a relevant and diverse image list.
ore recently, Figuerêdo and Calumby [ 20 ] utilized clustering to find subtopics of textual queries

o diversify image results. 

.3 Optimization-Based Image Re-Ranking 

he image re-ranking task is considered as an optimization problem that takes into account rele-
ance and diversity. The optimization-based methods address this task through utilizing different
valuation metrics and integrating relevance and diversity in their optimization frameworks [ 18 ,
9 , 37 , 41 , 44 , 45 , 51 ]. Wang et al. [ 51 ] introduced a diverse relevance ranking algorithm that aimed
o maximize a novel metric called Average Diversity Precision (ADP). Both relevance and diversity
re considered in their optimization framework by incorporating the similarity among image vi-
ual features and the associated tags. Escalante and Morales-Reyes [ 18 ] employed a multi-objective
volutionary algorithm called NSGA-II to maximize diversity in consecutive positions of an im-
ge list on a tourist destination dataset. Spyromitros-Xioufis et al. [ 45 ] formulated the re-ranking
rocess as a function optimization problem that integrates relevance and diversity into optimiza-
ion, and trained ensemble classifiers to calculate relevance scores of images to the query. Rao
t al. [ 41 ] combined relevance and diversity into hash functions and proposed to optimize hash
bjective functions to retrieve both relevant and diverse results. Karako and Manggala [ 29 ] consid-
red fairness as an aspect of diversity and introduced a fairness-based MMR method, which tries
o enhance gender fairness among image results on a stock photo dataset. Ouyang et al. [ 37 ] tried
o optimize the re-ranking size of images for different queries and re-ranked the images by CNN
odel optimization to maximize the relevance of top-ranked images. 

.4 Graph-Based Image Re-Ranking 

raph-based methods focus on constructing graphs that represent the relationships among images
nd leveraging graph information to re-rank the image results [ 8 , 9 , 27 , 28 , 39 , 53 , 55 ]. Ji et al. [ 27 ]
onstructed a graph based on four visual features and then applied absorbing random walks on
ACM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 3, Article 79. Publication date: November 2023. 
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Fig. 2. The overall framework of NDVDR. 
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he graph to enhance both the relevance and diversity of the image results. Qian et al. [ 39 ] con-
tructed a tag graph based on the similarity between image tags, aiming to maximize the topic
overage of the image results. Yan et al. [ 53 ] proposed a graph clustering model that first clusters
mages into topics and then performs Markov random walks under the constraints imposed by
mage cluster information. Zeng et al. [ 55 ] introduced a variational multiple instance graph that
ocuses on capturing diverse query semantics by learning a continuous semantic space. Addition-
lly, the hypergraph has also been widely adopted for image search re-ranking, with most exist-
ng hypergraph-based methods focusing on refining the relevance of top-ranked images. Bouhlel
t al. [ 8 ] introduced diversity-induced visual hypergraph ranking with absorbing nodes to achieve
mage diversification. Each ranked image node on the hypergraph is set as an absorbing node with
ero weight, which helps reduce the likelihood of duplicate images receiving high ranking scores,
s the remaining unranked duplicate images share the same edge with the absorbing node on the
ypergraph. Jing et al. [ 28 ] built a hypergraph based on relevance and pseudo-relevance informa-
ion, aiming to capture the intrinsic geometric structure of the data distribution. Bouhlel et al. [ 9 ]
tilized ridge regression for hypergraph construction, alleviating the computational burden asso-
iated with hypergraph construction. Shen et al. [ 44 ] proposed a hybrid approach to optimize the
imilarity measure between images by few-shot learning based on the similarity graph of images.

 METHODOLOGY 

his article presents a visual re-ranking method called NDVDR, with the primary goal of refining
he top-ranked images in a way that they possess high relevance to the query while also show-
asing a diverse range of visual characteristics. NDVDR begins by employing fast binary hashing
etrieval to efficiently search for a candidate set of images that match the query image. This initial
etrieval step serves as a starting point for further re-ranking refinement. Using the initial retrieval
esults as inputs, NDVDR subsequently performs a non-dominated re-ranking procedure to derive
 re-ranked list of images as the final outputs, which exhibit an optimal balance between being
isually relevant and diverse to the query. 

The overall framework of the proposed image search re-ranking method is depicted in Figure 2 ,
hich consists of online retrieval and offline pretraining. 
Online Retrieval. The online retrieval comprises two successive phases of Initial Image

etrieval and Re-Ranking . In the initial image retrieval stage, the query image is processed
sing a fast binary hashing method. This process generates an initial ranked list of retrieval
esults. From the initial ranked list, only the top N images are selected for the subsequent
e-ranking phase. During the re-ranking stage, the Pareto dominance relation is defined among
CM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 3, Article 79. Publication date: November 2023. 
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he selected N images, which considers both relevance and diversity factors for each image pair.
y non-dominated sorting, thereafter the overall quality of the re-ranked image list is enhanced. 
Offline Pre-Training. The offline pre-training consists of Hashing Training and Visual Image

epresentation . In visual image representation, different visual features are extracted from raw im-
ges to represent their visual content. Two types of visual features are utilized: the generalized
earch trees (GIST) feature and a CNN-based visual feature. Following Gou et al. [ 21 ], the GIST
eature captures global information of the images and is specifically used for hashing training. The
oal of hash training is to transform images into compact binary hash codes that can efficiently
epresent the images while preserving their visual characteristics. The CNN-based feature cap-
ures high-level visual information and is utilized during the re-ranking stage for the evaluation
f relevance and diversity among images. We will also investigate the use of other advanced image
epresentations in Section 4 of this article. 

.1 Initial Image Retrieval 

inary hashing has gained widespread popularity in current image retrieval tasks due to its low
torage cost and high search efficiency. The fundamental principle of image hashing involves train-
ng a set of hash functions that project high-dimensional feature representations of images into
ow-dimensional binary Hamming space. In this work, we specifically opt HCSDH [ 21 ] as our
hosen binary hashing method for its efficient search capabilities and relatively high precision in
arge-scale image retrieval tasks. An overarching advantage of HCSDH lies in its remarkable bit-
evel scalability, which means that the retrieval performance and training time are not dependent
n the selected length of the binary hash codes. 
Hashing training computes the projection matrix P that projects images to compact hash codes

s 

P = (X X 

T ) −1 X B 

T , (2)

here X is the feature representations of images and B is a binary matrix. The pre-processing step
onverts original GIST features into feature vectors using the Gaussian kernel transformation as 

X = e 

( 
− ‖ X GIST −A ‖ 2 

σ

) 
, (3)

here X GIST consists of GIST descriptions of images and A represents a set of anchor vectors
andomly sampled from X GIST . Suppose the pre-defined hash code length is L, the size of the train-
ng set is M , and the number of classes in the training dataset is C; the HCSDH first computes a
adamard matrix H ∈ { −1 , 1 } L×L . A set of matrix [ b 

′ 
1 , . . . , b 

′ 
i , . . . , b 

′ 

C 

] ∈ { −1 , 1 } L×C is derived from

based on the Hadamard matrix, where each element b 
′ 
i corresponds to the ith column of H . Given

he available label information of training images 
{
y i 

}M 

i= 1 , the binary matrix B is constructed from
 b 
′ 
1 , . . . , b 

′ 

C 

] , where b i = b 
′ 
y i 

. Finally, according to Equation ( 2 ), the projection matrix can be cal-
ulated to map the images in GIST feature space into binary Hamming space, and thereby each
mage is then represented by a compact binary hash code. 

Binary Hashing retrieval calculates the binary Hamming distance between the query image and
ll the images in the dataset, which is computationally efficient. The result is a ranked list of
mages sorted based on their Hamming distances to the query, with closer images having smaller
amming distances. Note that the retrieval ranks all images in the dataset. However, to ensure

he precision of the initially retrieved result, only the top N images are selected to participate in
he subsequent re-ranking stage. This approach represents a coarse-grained retrieval procedure,
elping to narrow down the scope of the re-ranking process, making NDVDR more efficient and
ffective in producing high-quality image re-ranking results. 
ACM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 3, Article 79. Publication date: November 2023. 
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.2 Determination of the Re-Ranking Data Size 

he number of preserved images, denoted as N , plays a crucial role in connecting the initial re-
rieval phase and the subsequent re-ranking phase. Selecting an appropriate value for N is signifi-
ant to balance the effectiveness and efficiency of the re-ranking process. If the candidate image set
s too large, the likelihood of including noise images increases, and it also burdens the efficiency
f re-ranking. Conversely, if N is too small, it risks the probability of diversity enhancement. In
his case, some diverse yet relevant images may not be included in the preserved image set and
ould have no chance to participate in re-ranking. 
Hence, we adapt the value of N as 

N = c ou nt (hammD (q, x ) ≤ R), (4)

here hammD (q, x ) represents the Hamming distance between the query q and an image x in the
ataset. The function c ou nt () represents the number of images located in the vicinity of the query
mage within the pre-defined radius R. One may empirically set R as a constant. In contrast, we
ake a step forward to adapt R according to the hash code length L. Intuitively, a longer L can
etter preserve the similarity relationships among images, resulting in higher retrieval precision
ut a lower recall rate. Conversely, a shorter hash code increases the recall rate but also increases
he probability of showing irrelevant images. Therefore, to stabilize the performance of the initial
etrieval, we no longer fix the radius R but adapt it proportionally to the hash code length L, as
ollows: 

R = ω × L, (5)

here ω is a scaling factor. With a pre-defined Hamming threshold R, a short L results in a large
 , whereas a long L results in a small N . 

.3 Non-Dominated Visual Diversity Re-Ranking 

or modern image retrieval systems, it is crucial to consider both the relevance and diversity levels
f the retrieved image list when given a query image. Real-world image databases often contain a
ignificant number of redundant images. If the ranking criteria are solely based on relevance, du-
licates or visually similar images tend to be ranked closely together. However, solely considering
iversity can lead to an increase in irrelevant images, which reduces retrieval precision. Neither
elevance-only nor diversity-only approaches fully satisfy user expectations. Therefore, the image
e-ranking task is a typical multi-objective optimization problem where the conflicting objectives
f relevance and diversity must be addressed simultaneously. The optimal solutions that strike a
radeoff between conflicting objectives are typically defined in terms of Pareto optimality [ 12 ].
areto optimality represents the concept of achieving the best possible outcomes where no single
bjective can be improved without compromising any others. In this section, we define the Pareto
elation of images as follows. 

Definition 1 (Pareto Dominance). An image x i is said to Pareto dominate another image x j , de-
oted as x i � x j , if the following two conditions are satisfied: 

Condition 1: f r el (x i ) ≥ f r el (x j ) and f div (x i ) ≥ f div (x j ), 

Condition 2: f r el (x i ) > f r el (x j ) or f div (x i ) > f div (x j ), 
(6)

here f r el and f div are the objective evaluations of the relevance and diversity terms for the
mages, respectively. The symbols ‘ > ’ and ‘ ≥’ measure the betterness between the two images,
nd the symbol ‘ �’ denotes the domination relation between the two images. 
CM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 3, Article 79. Publication date: November 2023. 
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Fig. 3. The ideal Pareto hierarchy among images regarding relevance and diversity. 
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Definition 2 (Pareto Layer). The Pareto layer ( PL ) consists of a subset of images that are non-
ominated to each other: 

∀x i ∈ PL : � x j ∈ PL, x j � x i . (7)

Definition 3 (Priority of Pareto Layers). A Pareto layer PL a has priority over PL b , denoted as
 L a �L P L b , if 

∀x i ∈ PL a , ∀x j ∈ PL b : x i � x j , (8)

here the symbol �L denotes the priority relation among Pareto layers. 

Definition 4 (Pareto Optimality of Image Re-Ranking). A re-ranked image list is said to be Pareto
ptimal if it can be divided into a few Pareto layers { P L 1 , P L 2 , . . . , P L u } that satisfy 

∀a ∈ (1 , . . . , u) : P L a �L P L a+1 , (9)

here u is the total number of Pareto layers. Figure 3 illustrates the priority of Pareto layers based
n the two conflicting objectives f rel and f div . The set of images in the PL 1 is also called the Pareto

ptimal set since images in the PL 1 dominate all images from the other Pareto levels. 

Based on the preceding definitions, we propose a non-dominated visual diversity re-ranking
pproach for the image search re-ranking. In Section 3.1 , the initial image retrieval produces a
andidate set of N images serving as the input for NDVDR. Each image in this candidate set
s evaluated in terms of a relevance score and a diversity score, which will be elaborated in
ection 3.4 . According to Definition 1, images are then compared based on the superiority of the
wo conflicting objectives. In some cases, two images may not dominate each other based on the
bjectives, implying that they are equally important. We define the Pareto layer as a subset of
mages containing such non-dominated images as specified in Definition 2. 

To establish the Pareto relationship among all images, NDVDR performs non-dominated rank-
ng in an iterative manner. Each iteration reads out one Pareto layer from the best to the worst
ccording to Definition 3. Specifically, in the first iteration, the Pareto optimal set of images that
ominate all others is identified as PL 1 , which is then removed from the image list. In the sub-
equent iterations, the remaining images are further compared with each other to identify the
emaining non-dominated images, thereby generating a new Pareto layer PL 2 , and so forth. This
rocess continues until all images have been assigned with their respective Pareto hierarchy. In
his way, we obtain a set of Pareto layers { P L 1 , P L 2 , . . . , P L u } for the images, which satisfy the
areto optimality given in Definition 4. Afterward, the retrieval system returns the Pareto layers
f images to the users one by one. 
The remaining question is how to sort the specific images within each Pareto layer. Note that

rom the perspective of the Pareto dominance relation, images belonging to the same Pareto layer
re equally important to each other. This means that for a decision-maker, any image in the same
ACM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 3, Article 79. Publication date: November 2023. 
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ayer can be chosen as the current optimal solution when considering all objectives. For NDVDR,
ithin each Pareto layer, the first-ranked image is selected based on the evaluated relevance score.
he images with higher relevance scores are ranked higher within the layer, ensuring that the most
elevant image to the query is always given the highest priority, whereas the remaining images are
irectly ranked by an arbitrary sequence. Eventually, NDVDR produces a non-dominated image
equence as the final retrieval results. This image sequence represents a set of images that satisfy
areto optimality. The main procedures of NDVDR are summarized in Algorithm 1 . 

.4 Relevance and Diversity Measures 

o obtain a better assessment of relevance and diversity scores for re-ranking, we utilize more
dvanced CNN-based visual representations instead of the binary hashing representation. For this
urpose, we employ a pre-trained CNN ResNet-50 1 as the image feature extractor. We consider the
esults from the last activation layer, which is the layer before the fully connected layer, resulting
n a 2,048-dimensional deep visual feature. The visual similarity s (x i , x j ) between two images of
 i and x j is evaluated using the Gaussian kernel as follows: 

s (x i , x j ) = e 
�
�
− ‖ x i −x j ‖ 2 

σ 2 
�
�, (10)

here σ is set to be the median value of all the distances between image pairs. 
Relevance Measure . The relevance measure combines the deep visual feature-based similarity

nd the initial hash ranking information from Section 3.1 . To incorporate the initial ranking infor-
ation, we define an indicator r (x i ) as follows: 

r (x i ) = 
2 × e −( τ ( x i ) −1 ) /z 

1 + e −( τ ( x i ) −1 ) /z 
, (11)

here x i represents an image, τ (x i ) is a positional function indicating the ranking of x i in the
mage list, and z is a constant parameter. Using this indicator, the top images in the initial ranking
ist are assigned high relevance scores, and the value decreases as the position of images goes
ackward. Consequently, the relevance score of an image x i is evaluated as follows: 

f rel ( x i ) = r ( x i ) × s ( x i , x top ), (12)

here top = arg min 

j 
( τ ( x j ) ) represents the image ranked the first in the initial ranking list and

(x i , x top ) represents the similarity measure between image x i and the first images in the ranking
ist, and f rel denotes the objective function of relevance. 

The similarity matrix S = s (x i , x j ) is derived from the pre-computed deep visual similarity dur-
ng offline phase. It is important to note that we directly use the distance information in S to obtain
elevance scores instead of calculating the distance between the query image and the N images,
hich would require additional time when each new query image arrives. This mechanism as-

umes that the top-ranked image in the retrieval system is highly similar or identical to the query,
hich is crucial for an effective image retrieval system. 
Diversity Measure . Most existing diversity evaluation methods only consider the similarity be-

ween the current evaluated image and the images re-ranked before it, which is not a compre-
ensive evaluation mechanism. For instance, it is unreasonable for the diversity evaluation of the
econd image in the ranking list to consider only the first image before it. For a fixed set of N im-
ges, evaluating the diversity of an image x i should consider its similarity to all the other images
 https://w w w.vlfeat.org/matconvnet/pretrained/ 
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n the list. Therefore, we define the diversity of image x i as follows: 

f div ( x i ) = ( 1 − α ) min 

1 ≤j<τ (x i ) 
s (x i , x j ) + α min 

τ (x i )<k≤N 

s (x i , x k ), (13)

here α ∈ [ 0 , 1 ] is a constant parameter and f div is the objective function of diversity. The first term
easures the minimal difference between x i and the images appeared before x i , which denotes the

osterior diversity gain of x i given all the former images. The second term calculates the minimal
ifference between x i and the images appearing after x i , which measures the prior diversity gain
f x i to the rest of the unranked images in the list. The coefficient α controls the importance of
he two terms. 

LGORITHM 1 : Non-Dominated Visual Diversity Re-Ranking (NDVDR) 

nput: X , image dataset; q, query image; L, hash code length; z, ω, α , control parameters 
utput: a re-ranking list of images X 2 = { P L 1 , P L 2 , . . . , P L u } 
1: Conduct hashing retrieval; 
2: Obtain a subset of images X 1 = { x 1 , . . . , x N 

} by the Hamming distance, where N is defined according to
Equation ( 4 ); 

3: Evaluate each image using the objective functions: F ( x i ) = ( f rel ( x i ), f div ( x i ) ) ; 
4: Set u = 1 , X res = X 1 ; 
5: repeat 

6: set PL u = ∅ 

7: for id = 1 to | X res | 
8: if � (x ∈ X res ) � (x id ∈ X res )
9: P L u = P L u ∪ x id 

10: end if 

11: end for 

12: sort PL u by the Hamming distance; 
13: remove non-dominated layer: X res = X res \ PL u ; 
14: set u = u + 1 ; 
15: until all the images are divided into multiple PLs: X res = ∅ ; 

.5 Complexity Analysis 

rom the preceding description, the proposed algorithm is composed of two phases: initial image
etrieval and NDVDR. The computational bottleneck in the first phase is shown in Equations ( 2 )
nd ( 3 ). The kernel transformation requires O ( | X | 2 N ) and the inverse of X X 

T costs O ( |X | 3 ) for
holesky factorization. Since N < | X | , the computational cost of hashing can be estimated as
( | X | 3 ). For the NDVDR of the top N images, each image is compared with the rest (N − 1 ) images

n terms of the two objectives. By utilizing a fast non-dominated sorting scheme, the computational
omplexity of re-ranking can be O (N 

2 ). 

 EXPERIMENTS 

.1 Experimental Setting 

4.1.1 Dataset. The experiments are conducted on three widely used image datasets: Cifar-
00 [ 30 ], Caltech [ 23 ], and NUSWIDE [ 15 ]. For each dataset, a few categories involving too few
mages are not considered. Moreover, images from similar categories are merged to form a new and
arger super class. For example, images from the ‘helicopter’ and ‘airplane’ classes are both con-
idered as the ‘plane’ class, and images belonging to the ‘tulip,’ ‘rose,’ and ‘flowers’ categories are
erged as the ‘flower’ class. The categories extracted from the datasets are summarized in Table 1 .
Moreover, to simulate a more realistic web data environment, some near-duplicate or trans-

ormed images were manually added to the datasets. The image transformation included resizing,
ACM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 3, Article 79. Publication date: November 2023. 
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Table 1. Details of Image Datasets 

Dataset Instances of Classes 
Cifar-100 mammal, flower, food container, fruit and vegetable, people, reptile, tree, vehicle, 

insect, outdoor scene 
Caltech American flag, backpack, hat, truck, frog, goat, goldfish, gorilla, horse, balloon 

bird, ibis, motorbike, palm-tree, sunflower, swan, bike, waterfall, zebra, airplane 
NUSWIDE animal, flower, rainbow, person, waterfall, sky, buildings, ship, plane, flags, 

penguin, giraffe, bike, fish, elephant, aqueduct, zebra, car, tree, street, eagle, 
tiger, wedding, valley 

Fig. 4. Illustrations of different image transformation. 
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ropping, flipping, and other techniques. Figure 4 displays some examples, where the leftmost im-
ge is the original image before the transformation, and the rest are its transformed versions with
ifferent cropping sizes and orientations, flipping directions, and enhancements. 
Each image dataset is randomly split into three subsets: the query set, retrieval set, and labeled

raining set. The labeled training samples are used for the hashing training in Section 3.1 . The
etails of each dataset are summarized as follows: 

• Cifar-100 [ 30 ]: This dataset consists of 60,000 images with 100 classes that are further
grouped into 10 superclasses. The query set consists of 600 images randomly sampled from
the dataset, with 50 images per category. The labeled training set contains 24,000 images,
with 2,000 images per category randomly sampled from the database, and the remaining
images are used as the retrieval database. 

• Caltech [ 23 ]: We extract 20 categories with a total of 16,000 images. Approximately 30%
of near-duplicate images are randomly added to the dataset, resulting in a final dataset
of 20,800 images. Then, 50 images are randomly sampled from each category as queries,
resulting in a query set containing 1,000 images. A total of 10,000 images with 500 images
per category are further randomly sampled as the training set. The remaining 9,800 images
are used as the retrieval database. 

• NUSWIDE [ 15 ]: The extracted dataset contains 24 categories with a total of 123,578 images.
After adding the duplicates, the total number of images becomes 148,294. For the experi-
ment, 1,200 images with 50 images per category are randomly selected as the query set. A
total of 12,000 images with 500 images per category are sampled from the database as the
labeled training set, and the remaining images serve as the retrieval database. 

4.1.2 Performance Evaluation. To examine the performance of different visual image re-ranking
ethods with respect to diversity and relevance, the following four metrics are used. 
AP Metric . The Average Precision (AP) evaluates the relevance of images in a ranked image list

o the query. It is computed as 

AP@ K ( τ ) = 
1 

Q 

K ∑ 

i= 1 

y ( τ ( i )) × �
�

∑ i 
j= 1 y ( τ ( j )) 

i 
�
�
, (14)
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here Q is the number of truly relevant images out of the total K images, τ (i ) indicates the images
hat are located in the ith position of the ranking list, and y stores the binary label information of
mages respected to the query. 

CR Metric . The Cluster Recall (CR) measures the diversity degree of a ranked image list by
alculating the number of different subtopics among the top-ranked images. For instance, an image
uper class of the ‘tree’ may include different subtopics such as ‘maple,’ ‘oak,’ ‘palm,’ ‘pine,’ and
willow.’ A higher CR value indicates the image list covers a more diverse range of relevant topics
r concepts related to the query. The CR metric is defined as 

CR@ K (τ ) = 
N c 

N ct 
, (15)

here N c counts the number of topics founded in the top-ranked K result and N ct counts the total
umber of clusters for the query. 
F1 Metric . This metric computes the harmonic mean between AP and CR to evaluate the overall

uality of a re-ranked image list, which is defined as 

F1@ K (τ ) = 2 · AP@ K ×CR@ K 

AP@ K +CR@ K 

. (16)

ADP Metric . ADP [ 51 ] integrates both the relevance and visual diversity of an image and all the
ther images ranked before it in an image list. The ADP metric is computed as 

ADP@ K ( τ ) = 
1 

Q 

K ∑ 

i= 1 

y ( τ ( i )) × DIV ( τ ( i )) × �
�

∑ i 
j= 1 y ( τ ( j )) × DIV ( τ ( j )) 

i 
�
�
, (17)

here DIV ( τ ( i )) = min 1 ≤t<i ( 1 − s ( τ ( t ), τ ( i ) ) ) . Note that the ADP metric is sensitive to image rep-
esentation as it requires computing the distance between any two images. 

4.1.3 Comparative Methods. 

• Optimization-based methods : DRR [ 51 ], NSGA [ 18 ], and MMR [ 29 ]. DRR is a greedy re-
ranking scheme based on image similarities to boost the diversity of top-ranked images.
NSGA treats the re-ranking task as an optimization problem, seeking to minimize the dif-
ference between the new ranking and the initial ranking while maximizing the diversity of
images in consecutive positions. MMR tries to balance the relevance and diversity during
the selection of images and maximizes diversity gain each time a new image is added to
the current image list. 

• Clustering-based methods : HC [ 38 ] and KM-ICO [ 20 ]. HC uses a hierarchical clustering
algorithm with complete linkage to form image clusters. It then iteratively selects images
from each cluster sorted based on their relevance. KM-ICO employs a k -Medoids algorithm
to generate image clusters based on intrinsic clustering quality optimization, allowing for
fine-tuning of the number of image clusters. 

• Graph-based methods : HG [ 8 ] and CHG [ 9 ]. HG constructs a visual hypergraph to capture
high-order relationships among images. Diversity is enhanced by integrating the concept
of absorbing nodes into the re-ranking process. CHG incorporates collaborative representa-
tion into the construction of the hypergraph to capture the real relationships among visual
images. 

In the experiments, query-by-type operations are conducted based on different categories of
mages. The re-ranked image lists for a query generated by different methods are evaluated based
n the four metrics AP@ K , ADP@ K , CR@ K , and F1@ K with K = 20 , 40 , 60 , 80 , and 100. Notice
ACM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 3, Article 79. Publication date: November 2023. 



79:14 S.-C. Lei et al. 

Table 2. Performance of Different Image Re-Ranking Methods on the Cifar-100 Dataset 

AP CR F1 

20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 

DRR .499 .485 .463 .469 .453 .406 .425 .439 .444 .450 .448 .453 .451 .456 .452

NSGA .442 .455 .427 .454 .475 .399 .408 .429 .437 .441 .419 .430 .428 .445 .457

MMR .453 .434 .446 .449 .453 .412 .437 .433 .443 .449 .432 .436 .440 .446 .451

HC .458 .441 .438 .437 .464 .423 .445 .452 .462 .472 .440 .443 .445 .449 .468

KM-ICO .457 .442 .434 .438 .464 .425 .442 .456 .463 .475 .440 .442 .445 .450 .469

HG .493 .499 .495 .509 .519 .402 .427 .435 .447 .456 .443 .460 .463 .476 .486 

CHG .507 .490 .493 .510 .512 .402 .429 .433 .450 .459 .449 .458 .461 .478 .484

NDVDR .509 .502 .504 .511 .516 .421 .447 .460 .465 .471 .461 .473 .481 .487 .492 

The integer portion of the results is all 0s. 
The best results are in bold, and the second-best are underlined. 

Table 3. Performance of Different Image Re-Ranking Methods on the Caltech Dataset 

AP CR F1 

20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 

DRR .840 .828 .825 .825 .825 .440 .455 .473 .482 .494 .578 .587 .601 .609 .618 

NSGA .805 .803 .819 .820 .822 .433 .446 .450 .467 .479 .563 .574 .581 .595 .606

MMR .616 .619 .620 .621 .619 .446 .457 .473 .487 .503 .517 .526 .537 .546 .555

HC .669 .674 .654 .670 .675 .443 .460 .484 .494 .501 .533 .547 .556 .569 .575

KM-ICO .676 .673 .660 .673 .676 .447 .469 .488 .496 .504 .538 .553 .561 .571 .577

HG .835 .834 .834 .832 .832 .434 .453 .464 .480 .485 .571 .587 .596 .608 .613

CHG .834 .833 .834 .833 .832 .437 .454 .465 .479 .489 .574 .588 .597 .608 .616

NDVDR .834 .834 .835 .833 .832 .445 .467 .488 .497 .508 .580 .599 .616 .622 .631 

The integer portion of the results is all 0s. 
The best results are in bold, and the second-best are underlined. 
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hat NDVDR is a visual diversity-induced image re-ranking method, and most existing image re-
anking methods based on textual mining are not comparable. To ensure a fair comparison, all the
ompetitors perform re-ranking based on the same initial image retrieval results, and all of them
se the same visual features. The specific parameter settings are applied to NDVDR as follows.
or the initial image retrieval phase, the length of hash code L is set to 64, the scaling factor ω is
et to 0.25, and thus the threshold radius R (R = ω × L) is 16. All the other parameters are directly
dopted from Gou et al. [ 21 ]. For the NDVDR component, the parameter z in Equation ( 11 ) is
mpirically set to 100 and the parameter α in Equation ( 13 ) is set to 0.5. 

.2 Overall Performance Comparison 

he mean values of AP, CR, and F1 for all queries across different image categories on the three
mage datasets are summarized separately in Tables 2 , 3 , and 4 . 

AP Comparison . In terms of AP, it is observed that NDVDR outperforms the other competing
ethods on all three datasets. Among the three optimization-based methods, namely DRR, NSGA,

nd MMR, DRR stands out when K is small, particularly on the Caltech and NUSWIDE datasets.
SGA obtains the worst AP performance as it heavily relies on the initial rank from binary hash-

ng. Similarly, MMR focuses solely on maximizing diversity gain based on the relevance level of
he initial ranking, leading to AP degradation. For the two clustering-based methods, namely HC
nd KM-ICO, the quality of image clusters significantly impacts the AP performance. If too many
CM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 3, Article 79. Publication date: November 2023. 
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Table 4. Performance of Different Image Re-Ranking Methods on the NUSWIDE Dataset 

AP CR F1 

20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 

DRR .641 .617 .591 .600 .566 .420 .433 .452 .475 .484 .507 .509 .512 .530 .522

NSGA .528 .534 .516 .537 .552 .410 .423 .445 .462 .476 .461 .472 .478 .496 .511

MMR .604 .582 .576 .625 .435 .427 .435 .457 .473 .489 .501 .498 .509 .538 .461

HC .595 .580 .571 .562 .582 .428 .448 .461 .478 .484 .498 .505 .510 .517 .528

KM-ICO .587 .582 .571 .564 .547 .425 .447 .461 .478 .483 .493 .506 .510 .517 .513

HG .619 .599 .635 .649 .657 .408 .426 .445 .468 .476 .492 .498 .523 .544 .552 

CHG .621 .615 .635 .638 .652 .410 .431 .446 .467 .478 .494 .507 .524 .540 .552 

NDVDR .656 .647 .654 .652 .672 .426 .448 .462 .475 .488 .516 .529 .542 .550 .566 

The integer portion of the results is all 0s. 
The best results are in bold, and the second-best are underlined. 
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rrelevant images are grouped into different clusters, the clustering-based methods are more likely
o obtain lower AP values when iteratively selecting images from these clusters. In terms of the
wo graph-based methods, HG and CHG exhibit more competitive AP values compared to the
ther comparative methods on all three datasets. 
CR Comparison . In terms of CR, all methods tend to experience growth with an increase in K

ince more slots are available for diverse images to be included in the re-ranked image list. The
R metric only reflects the topical diversity of all images in the re-ranked image list, regardless of

heir relevance to the query. Our NDVDR method demonstrates competitive performance among
ll methods, and the MMR, HC, and KM-ICO methods also achieve notable CR values. MMR pri-
arily focuses on diversity when selecting new images for the re-ranked list, whereas HC and
M-ICO benefit from the formation of distinct image clusters, greatly enhancing the diversity of

he top-ranked images. Therefore, the diversity enhancement of MMR, HC, and KM-ICO is more
rominent than the other methods when K is small. However, as K increases, despite the higher CR
alues, these methods are more likely to select diverse but irrelevant images. This can be observed
rom their noticeably worse AP performance compared to the other re-ranking methods. 

F1 Comparison . Considering the F1 metric, our NDVDR achieves the best performance on all
hree datasets. The HG and CHG outperform the other competing methods on the Cifar-100 and
USWIDE datasets, whereas DRR is more competitive on the Caltech dataset. Among the three
ptimization-based methods, DRR and MMR generally exhibit better F1 performance compared
o NSGA. The two clustering-based methods demonstrate similar performance. Among the two
raph-based methods, CHG demonstrates a slight advantage on all three datasets. In summary,
pon analyzing the results from Tables 2 , 3 , and 4 , the proposed NDVDR consistently shows com-
etitive performance across all datasets in terms of the AP, CR, and F1 metrics. 
ADP Comparison . Figures 5 and 6 illustrate the average ADP@ K performance for all queries per

ategory randomly selected from the representative 20 categories of Caltech and 14 of NUSWIDE
ataset accordingly. We can see that NDVDR achieves the best performance across most categories
f images. The competing methods achieve similar ADP performance in several categories when K
s small as there is not much room for diversity enhancement. For instance, DRR, NSGA, HG, CHG,
nd NDVDR obtain similar ADP@10 values for categories ‘motorbike,’ ‘truck,’ and ‘waterfall,’
hereas NSGA outperforms NDVDR for the category of ‘American flag’ on the Caltech dataset.
RR, MMR, and NDVDR generate close ADP@10 values for categories ‘zebra,’ ‘bike,’ and ‘tiger’
n the NUSWIDE dataset. However, the overall performance enhancement of NDVDR is more
ignificant with an increase in K . 
ACM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 3, Article 79. Publication date: November 2023. 
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Fig. 5. Comparisons of top K images across different image categories on the Caltech dataset. 

Fig. 6. Comparisons of top K images across different image categories on the NUSWIDE dataset. 
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From the results, we can also observe that the ADP performance of the other competing meth-
ds is unstable across different categories. In particular, for the graph-based methods, both the HG
nd CHG methods rely on the accuracy of graph construction where similar or duplicate images
re expected to share the same edge on the graph. They try to reduce the likelihood of selecting
he images that share the same edge by absorbing nodes. When the datasets contain too many sim-
lar images or duplicates, it burdens the graph-based methods by absorbing nodes with respect to
iversity. For the clustering-based methods, HC and KM-ICO heavily depend on the initial image
etrieval results and the quality of image clusters. If the initial image list contains many irrelevant
mages, the clustering process tends to produce low-quality image clusters. As a result, when it-
ratively selecting images from each cluster, the low-quality clusters may directly rank dissimilar
mages highly. Since ADP excludes all irrelevant images from evaluation even if they are possibly

ore visually diverse to the query image than the other relevant images, the degradation of ADP
CM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 3, Article 79. Publication date: November 2023. 
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Table 5. Time of Re-Ranking on Three Datasets (in Seconds) 

DRR NSGA MMR HC KM-ICO HG CHG NDVDR 

Cifar-100 1.36 547.13 1.23 0.94 3.35 24.63 431.83 0.79 

Caltech 0.41 340.82 0.39 0.21 0.86 21.57 396.51 0.35 
NUSWIDE 2.17 737.64 2.04 1.79 5.18 29.47 543.81 1.42 

The integer portion of the results is all 0s. 
The best results are in bold, and the second-best are underlined. 
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or HC and KM-ICO is especially noticeable as the value of K increases. For the optimization-
ased methods, the selection strategies are one-sided. For instance, MMR tries to maximize the
iversity gain of each newly selected image and only considers images in the current re-ranked
mage list. Such greedy selection manner is more likely to place irrelevant images with significant
isual differences ahead of other relevant images to the query. In contrast, our NDVDR integrates
oth relevance and diversity in an unbiased way that provides a comprehensive evaluation of all
mages from the initial results into the non-dominated re-ranking process. Hence, it is more stable
han the others. 

.3 Discussion 

4.3.1 Runtime Comparisons. Table 5 tabulates the search time required for the re-ranking pro-
ess of different methods on three image datasets. Each method is repeated 20 times, and the mean
alue is reported. NDVDR is highly competitive in terms of efficiency. It is considerably faster than
he other methods, especially on the Cifar-100 and NUSWIDE datasets. In general, the three fastest
e-ranking methods are NDVDR, HC, and MMR. The HC and KM-ICO methods are influenced by
he generation of image clusters while more time is consumed by KM-ICO as it performs cluster-
ng multiple times to select the suitable number of image clusters. The difference between HG and
HG depends on the graph construction process. CHG is more time consuming than HG since it
mploys regularized regression models to construct a hypergraph, whereas HG directly establishes
onnections between each image and its k -nearest neighbors. Among all methods, NSGA exhibits
he highest time consumption. 

4.3.2 Investigation of Image Features. The choice of image features can affect the perfor-
ance of re-ranking. In this experiment, we discuss the impact of adopting different deep

eatures in image re-ranking. Four CNN-based features, namely 2,048-dimensional ResNet-100,
,096-dimensional AlexNet, 4,096-dimensional VGG16, and 2,048-dimensional Inception-v3, are
xtracted from the fully connected layer of the respective pre-trained convolution networks. 1 Ad-
itionally, recognizing the recent remarkable advancement of vision transformers [ 17 , 19 ] in gen-
rating strong image features, a pre-trained vision transformer model (ViT) [ 17 ] is also employed
or comparison. ViT sets the image patch size as 16 × 16 , and the final output is 512-dimensional
mage features. The performance is illustrated in Figure 7 . Overall, ViT obtains the best F1 results.
mong the five CNN-based features, Inception-v3 further improves the results, but the maximal
erformance gap among these CNN-based features is only around 1 . 3% . We choose ResNet-50
or its moderate complexity and relatively high performance. More importantly, the flexibility of
DVDR allows for the integration of various visual features into the re-ranking process. More dis-

riminative visual features, in particular, can capture intricate and fine-grained information about
he visual content of images, thereby possibly enhancing the accuracy of relevance and diversity
ssessment during re-ranking. This opens up possibilities for leveraging state-of-the-art visual fea-
ures to achieve even better re-ranking results and meet the evolving needs of image search and
ecommendation systems. 
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Fig. 7. Comparisons of different image features on the Caltech dataset. 

Table 6. Performance of Different Initial Image Retrieval Methods on 

the Caltech Dataset 

F1@20 F1@40 F1@60 F1@80 F1@100 
HR .503 .517 .515 .528 .538 
HR 2 .536 .518 .520 .528 .532 
HR 3 .519 .526 .529 .535 .546 
HR-NDVDR .580 .599 .616 .622 .631 

HR 2 -NDVDR .587 .594 .609 .613 .617 
HR 3 -NDVDR .592 .605 .613 .617 .628 

The integer portion of the results is all 0s. 
The best results are in bold, and the second-best are underlined. 
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4.3.3 Investigation of Initial Retrieval Methods. Our NDVDR is designed to be generic and flexi-
le, allowing for seamless integration with other image retrieval methods for the initial ranking. In
his experiment, our objective revolves around showcasing the scalability and efficacy of NDVDR
hen conjuncted with the other two state-of-the-art image retrieval systems, namely LAH [ 32 ]

nd SCDH [ 14 ]. LAH is a semi-supervised hashing method designed to enhance the accuracy and
fficiency of retrieval by dynamically selecting the appropriate hash code length. Similar to the
R phase in our NDVDR, LAH utilizes the GIST feature for image representation. In contrast,
CDH is a supervised hashing technique that learns binary codes for all examples in the train-
ng set. It simultaneously derives a hash function for unseen samples, leveraging deep features
o represent images. As illustrated in Figure 2 , the offline pre-training and initial image retrieval
tages are directly replaced with the training and retrieval processes specific to LAH and SCDH
eparately. To differentiate between the distinct combinations, we refer to the resulting methods as
R 2 -NDVDR and HR 3 -NDVDR for LAH and SCDH, respectively, while keeping HR-NDVDR in-
icating our original method using HCSDH [ 21 ]. Table 6 summarizes the F1 performance of initial
R ranking, initial HR 2 ranking, initial HR 3 ranking, HR-NDVDR, HR 2 -NDVDR, and HR 3 -NDVDR
n the top K images. From Table 6 , we can observe variations in the performance of the initial im-
ge retrieval among the HR, HR 2 , and HR 3 methods. When we conjunct the three initial retrieved
esults with NDVDR, HR-NDVDR, HR 2 -NDVDR, and HR 3 -NDVDR generally obtain similar per-
ormance. In sum, our re-ranking method is consistently effective across different initial retrieval
ethods. By instantiating NDVDR into the retrieval pipeline of other image retrieval systems, we

an easily enhance the overall quality of the top-ranked images to provide more comprehensive
nd informative image results to users. 
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Table 7. Performance of NDVDR under Different Configurations of ( L, ω) on the Caltech Dataset 

( L, ω) 
F1@20 F1@40 F1@60 

16 32 64 128 16 32 64 128 16 32 64 128 
0.25 .569 .575 .580 .583 .587 .593 .599 .596 .599 .608 .616 .616 
0.5 .561 .570 .574 .572 .578 .581 .591 .590 .595 .606 .613 .609 
0.75 .564 .572 .577 .575 .575 .582 .588 .585 .591 .597 .605 .611 

The integer portion of the results is all 0s. 

Fig. 8. Top 20 images for a query ‘waterfall.’ From top to bottom: DRR, MMR, NSGA, HC, KM-ICO, HG, 
CHG, and our NDVDR. 
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4.3.4 Parameter Investigation of Re-Ranking Data Size. In this section, we investigate the im-
act of different parameters on NDVDR. In our framework, only a subset of images from the re-
rieval dataset is used for re-ranking, specifically the N highest-ranked images from the initial
etrieval results. The value of N is determined by a scaling factor ω and the hash code length L,
s defined in Equations ( 4 ) and ( 5 ). We examine the effects of varying L and ω in Table 7 . Typ-
cally, a large L can improve the precision of the initial retrieved images. Meanwhile, increasing

expands the neighborhood radius R in Equation ( 4 ), causing more images with larger Ham-
ing distances to be included, and potentially leading to irrelevant images being fed into the

e-ranking phase. Moreover, larger L and ω settings mean more initial retrieval images are taken
nto account, increasing re-ranking time. Based on our experiments, we suggest using ω = 0 . 25 .
egarding the hash code length, larger L can improve similarity evaluation precision, although at

he expense of higher computational cost. Therefore, we recommend using L = 64 for a balanced
erformance. 
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Fig. 9. Top 20 images for a query ‘palm-tree.’ From top to bottom: DRR, MMR, NSGA, HC, KM-ICO, HG, 
CHG, and our NDVDR. 
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.4 Subjective Visual Comparisons 

n this section, we conduct case studies on two representative query instances from the image
ategories of ‘palm-tree’ and ‘waterfall’ accordingly to further validate the effectiveness of our
DVDR. The top 20 images obtained from different image re-ranking methods are shown for

ubjective visual comparisons. In Figures 8 and 9 , we highlight the irrelevant images with red
quares and mark duplicates with blue squares. The quality of an image list can be subjectively
valuated from several aspects. First, it should maintain the most relevant image to the query
fter re-ranking. In other words, the image at the first position should remain unchanged. Second,
rrelevant images should not be ranked at the top. Most importantly, the number of duplicates
r similar images should be reduced after re-ranking. In Figures 8 and 9 , we can see that the
nitial ranking contains many duplicates which definitely cannot satisfy users’ expectations.
he methods MMR, HC, and KM-ICO show irrelevant images. Moreover, the clustering-based
ethods are hard to retain the first image, which is considered to be the most relevant to the

uery. As for the two graph-based methods HG and CHG, more duplicates have appeared since
he image datasets contain too many duplicate images. Among all the competing methods,
DVDR consistently preserves the first and most relevant image to the query. It successfully

emoves nearly all duplicates from the top 20 images and introduces more visually diverse images,
nabling a more comprehensive response to users. 

 CONCLUSION 

e proposed a non-dominated visual image re-ranking method for optimizing both relevance and
iversity among top-ranked image retrieval results. In the first phase, a fast binary hashing re-
rieval was conducted for its efficiency to provide a coarse-grained initial retrieved image list.
CM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 3, Article 79. Publication date: November 2023. 
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hen, the second phase executed our NDVDR for re-ranking images to make the top-ranked im-
ges visually relevant and diverse to the given query image. During the re-ranking process, two
bjective measures of relevance and diversity were designed and computed for each image pair
f the image from the initial image list and query. The Pareto optimality concept was devised to
ackle the two partially conflicting objectives, and subsequently Pareto hierarchies of images were
enerated. The images were re-ranked according to the Pareto domination relationship among
hem. Experimental results proved that the proposed NDVDR outperforms other popular image
earch re-ranking methods in terms of the AP, CR, F1, and ADP scores. In addition, we also vali-
ated the generalization capability of the proposed framework, which opens up the possibility of
ntegrating NDVDR into other image retrieval systems for providing more comprehensive image
esults to users. 
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