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Automatic Quaternion-Domain Color
Image Stitching

Jiaxue Li

Abstract— Taking advantages of the quaternion representation
of the color image, this paper proposes a quaternion per-
ceptual seamline detection model to generate the seamline in
the quaternion domain. It considers seamline detection as a
quaternion-domain color image labeling problem and minimizes
the local-area quaternion perceptual difference cost to obtain
the optimal seamline. To assess seamline quality effectively,
we develop a quaternion perceptual seamline quality measure.
Based on the proposed quaternion perceptual seamline detection
model and quality measure, we further propose a general frame-
work for automatic quaternion-domain color image stitching
(AQCIS). To the best of our knowledge, this is the first attempt
to perform color image stitching completely in the quaternion
domain. Meanwhile, AQCIS introduces the joint optimization
strategy of local alignment and seamline in an iterative fashion.
Extensive experiments on challenging datasets demonstrate that
our AQCIS achieves superior performance for color image
stitching in comparison with state-of-the-art methods.

Index Terms— Quaternion-domain color image stitching,
quaternion representation, seamline detection, seamline quality
measure.

I. INTRODUCTION

OLOR image stitching is a fundamental yet challenging
computer vision task, with the aim of capturing more
regions of interest. Due to the limited imaging width of hard-
ware devices, it benefits a wide variety of applications, such as
smartphone cameras, stereoscopic media and geographic map-
ping [1], [2], [3]. However, generating high-quality stitched
color images in real-world applications remains a challenge,
since it often faces multiple difficulties. Recent advances have
targeted stitching color images with large parallax [4], [5],
[6] or low textures [7], [8]. Nevertheless, limited efforts are
devoted to simultaneously addressing multiple real-world dif-
ficulties, including large parallax, moving objects, occlusions,
low textures and repetitive textures.
Typically, color image stitching is a process comprised
of several independent stages: color image alignment, com-
position, and various post-processing techniques like image
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rectangling [9] and color correlation [10]. In particular, seam-
line detection is the most widely used composition technique
that is capable of concealing unavoidable misalignment arti-
facts, e.g., moving objects and occlusions. Hence, to generate
high-quality stitching results, the development of color image
stitching technologies primarily involves two key steps, i.e.,
color image alignment and seamline detection.

Conventionally, an accurate global alignment can be
achieved by a single homography model when the real-world
scenes are 3D planar or images are captured by a merely rota-
tional camera. However, these assumptions are easily violated
leading to parallax errors. To handle parallax, spatially-varying
warping methods [11], [12], [13] and mesh-based warping
methods [14], [15], [16] were proposed to improve the global
alignment quality. However, they are grounded on an underly-
ing assumption that the spatial relationship of matched features
should be consistent in different input color images. This
causes they cannot align images with large parallax accurately.
Furthermore, when there are moving objects and occlusions,
it is impractical to achieve a perfect global alignment over
the whole overlapping area. Therefore, the following seamline
detection plays a critical role in generating visually plausible
stitching results.

To remove misalignments, an optimal seamline is supposed
to be delineated at a local region where aligned images
have minimal differences. Therefore, the difference map that
characterizes alignment errors in the overlapping area is a
pivotal factor for seamless composition. Traditional seam-
cutting methods calculated the difference map generally in
terms of colors, gradients and edges [17], [18], [19]. However,
it was observed in [20] that seamlines calculated from such
difference maps may not have the best perceptual stitching
quality. To correlate well with human perception, recent
studies tried to introduce the characteristics of human visual
system to discriminate perceptual differences making the opti-
mized seamline as invisible as possible [20], [21], [22]. They
incorporated various feature maps like visual saliency [20],
texture complexity [21] and scene depth [22], into the tradi-
tional difference map to highlight the importance of perceptual
differences in specific local regions. Alternatively, some non-
linear functions such as Gaussian [16] and Sigmoid [20]
were also utilized to mimic the human perception of color
differences.

These advanced seamline detection methods exhibit per-
ceptually good stitching performance. However, several issues
remain to be solved. First, they treat color images as gray
images or simply aggregate the color values stored in RGB
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channels as a scalar. As a result, the color information or
the structural correlations among different color channels are
completely ignored. Correspondingly, color differences cannot
be explored sufficiently in the calculated difference map. Sec-
ond, most methods optimize the seamline by calculating the
difference cost of only its adjacent pixels. In the low-textured
and repetitive-textured scenes, neighboring misaligned pixels
probably have the same or approximate color values, causing
their differences not to be distinguished. Third, the seamline
is often optimized independently assuming that the image
alignment step has been finished. However, the estimated
global alignment does not necessarily guarantee the derived
seamline also has the best perceptual stitching quality, even
with the most precise geometric fitting [23].

In view of the dependence of seamlines on the local
alignment, seam-driven image stitching methods have been
developed [23], [24], [25], [26]. Specifically, they first esti-
mated multiple local alignment proposals to generate different
seamlines and then evaluated them based on a specific
seamline quality metric. Afterward, the local alignment with
the best seamline quality is selected for the final color
image stitching. To improve the seamline quality, an iterative
evaluation-re-estimation strategy was further adopted in [25]
and [26] to refine local alignment proposals and the difference
map, respectively. Compared with the methods following the
traditional pipeline, seam-driven methods tend to search for
a local alignment in the overlapping area to support the best
perceptual seamline generation. Consequently, they are more
flexible to obtain the desirable stitching results in challenging
scenarios.

Nevertheless, it remains difficult to achieve the final optimal
color image stitching performance. First, seamlines derived
from local alignment proposals are still optimized indepen-
dently, such that the selected best seamline cannot be yet
ensured to be the optimal one for the final color image stitch-
ing. On the other hand, seamlines are preferred to pass through
local regions with few textures. However, they estimate local
alignment proposals using feature-based alignment methods.
Thus, the selected local alignment may suffer from biased
estimation due to insufficient features, degrading seamline
stitching performance potentially. Finally, most seam-driven
methods utilize traditional seamline detection and evaluation
methods. This also limits their effectiveness in color image
stitching.

Recently, with advantages of the quaternion representation
in color image processing [27], [28], [29], a pixel-based
alignment model was proposed to align color images in the
quaternion domain [30]. Instead of processing the color infor-
mation as simple scalars, they represented each color pixel
as a unit quaternion number to encode the color image into a
pure quaternion matrix. When estimating the alignment model,
they can not only simultaneously process RGB color values,
but also fully explore the correlated structure information
among different color channels. Compared with feature-based
alignment methods, they obtain superior alignment accuracy,
especially in low-textured scenarios.

Motivated by the above issues, we propose an automatic
quaternion-domain color image stitching method to generate
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high-quality stitched color images despite facing multiple
real-world difficulties. In color image stitching, both color
image alignment and seamline detection share the same goal,
i.e., to stitch well-aligned color images seamlessly. For this
implementation, we argue that they play complementary roles
in advancing the final color image stitching performance, and
thus they should be jointly optimized in a unified framework
towards the same optimal stitching goal. Meanwhile, to fully
utilize the color information of color images for this joint
optimization, we perform the whole color image stitching
process in the quaternion domain. Specifically, the quaternion
rank-1 alignment (QR1A) model [30] is adopted to accurately
estimate the local alignment. The contributions of our work
are summarized as follows:

1) We propose a quaternion perceptual seamline detec-
tion (QPSD) model to generate the seamline in the
quaternion domain. Using the quaternion represen-
tation of color images, we formulate QPSD as a
quaternion-domain color image labeling problem and
minimize the local-area quaternion perceptual difference
cost to obtain the optimal seamline.

2) To quantitatively evaluate the seamline quality in the
quaternion domain, we propose a quaternion perceptual
seamline quality (QPSQ) measure.

3) Using QR1A, QPSD, and QPSQ, we develop a general
framework for automatic quaternion-domain color image
stitching (AQCIS). To the best of our knowledge, this
is the first work to perform color image stitching com-
pletely in the quaternion domain. Meanwhile, AQCIS
introduces the joint optimization strategy to simulta-
neously learn the optimal local alignment and optimal
seamline.

4) We validate the effectiveness of QPSD and AQCIS by
ablation studies and comparative experiments. Qualita-
tive and quantitative results demonstrate that AQCIS
outperforms the state-of-the-art methods in color image
stitching, and it has the capability of simultaneously
addressing multiple real-world difficulties, including
large parallax, moving objects, occlusions, low textures,
and repetitive textures.

The remainder of the paper is organized as follows:
The QPSD model and the QPSQ measure are proposed in
Section II and Section III, respectively. The AQCIS framework
is developed in Section IV. Section V shows experimental
settings, comparisons, and results. A discussion is given in
Section VI. Finally, we conclude this paper in Section VII.

II. QUATERNION PERCEPTUAL SEAMLINE DETECTION

This section first presents the quaternion representation
of the color image, then proposes a quaternion perceptual
seamline detection model in detail.

A. Quaternion Representation of Color Image

We represent the color image in the quaternion domain,
aiming to preserve the whole structural color information from
both spatial and spectral dimensions. The quaternions were
first proposed by Hamilton [31], describing a four-dimensional
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Quaternion
Matrix
Fig. 1. Tllustration for quaternion representation of the color image. The

three channels of the color image are encoded into the three imaginary parts
of a 2D quaternion matrix.

hyper-complex space H. A quaternion number ¢ € H has the
canonical basis {1, i, j, k} and is typically written in the form
of:

G = ap + aii + arj + ask, (D

where ag, ai,az,a3 € R are quaternion components. Par-
ticularly, when ap = 0, the quaternion ¢ becomes purely
imaginary and it is referred to as the pure quaternion number.
i, j, k are imaginary units satisfying: ij = —ji = k, jk =
—kj =i, ki = —ik = j, i* = j*> = k* = ijk = —1. Following
this rule, quaternion multiplication is defined as:
41 ® g2 = (apbo — a1by — azby — azbs)
+ (ai1bo + aob1 — azbs + axb3)i
+ (a2bo + azbi + aoby — a1b3)j
+ (a3bo — axby + a1by + apb3)K, 2
where ® is the Hamilton product denoting the operator of
quaternion multiplication. Obviously, quaternion multiplica-
tion is usually non-commutative, i.e., ¢ ® ¢2 # ¢2 ® q1.

Quaternion addition follows the component-wise scheme as
that in the complex space and is defined as:

q1+ g2 = ap + bo + (a1 + bi+ (a2 + b2)j + (a3 + b3)k.
3)
Two commonly used quaternion operators are:

1) Quaternion conjugate: 5 =ag — aji — apj — a3k;
i®7 = \Ji®d =

2) Quaternion modulus: |§| =
\/a5+a%+a§+a§.

The color image has RGB channels to show its color
information. In RGB color space, the three primary colors
(i.e., red, green, and blue) are orthogonal bases. Thus, there is
an underlying orthogonal constraint on the correlations among
RGB channels. For color image representation, we encode the
color image into a pure quaternion matrix, which preserves
not only RGB data but also the orthogonal property. Math-
ematically, the quaternion representation of the color image
with the size of M x N is defined as follows:

I(x,y) = iR(x, y) +jG(x,y) + kB(x, y), 4)

where i(x, y) denotes a color pixel located at (x,y)
in the two-dimensional image coordinate system, R(x,y),
G(x,y) and B(x, y) are its red, green and blue components,
respectively.

As shown in Fig. 1, Ie is a pure quaternion matrix
having the same size with the color image, and a one-to-one
mapping between the RGB color space and the quaternion
space is established. Using the quaternion representation of the
color image, we are capable of working on the whole color
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Fig. 2. Aligned color images and relevant notations of the overlapping area.
The neighboring system N contains the set of adjacent color pixels in the
overlapping area. The seamline is formed naturally when assigning different
labels to adjacent color pixels, and the edges in bold denote the corresponding
energy cost, i.., Egnoorh(p,1g)-

space to simultaneously process the color information stored
in RGB channels. Moreover, the highly correlated information
across different color channels can be preserved and explored
sufficiently. Specifically, let I, and I, stand for two color
images with the same size of M x N, then their cross-channel
correlation is calculated as [32]:

M—-1N-1
Cx.y)=> > . Hohi-x.j-y. ©
i=0 j=0
where (i, j) is the row and column index of the quaternion
matrix.

B. Quaternion Perceptual Seamline Detection Model

Taking advantage of the quaternion representation of the
color image, we propose a quaternion perceptual seamline
detection (QPSD) model to generate high-quality seamlines.

Notation: We encode the color image as a 2D pure quater-
nion matrix. In the quaternion domain, we use ® to perform
quaternion multiplication and |-| to calculate quaternion mod-
ulus. When working on quaternion matrices, we perform the
operator on each quaternion element, respectively; thus, the
output of a quaternion matrix is still a matrix.

1) Quaternion-Domain Color Image Labeling: As shown in
Fig. 2, let Iy and I, be a pair of aligned color images, P be the
set of color pixels to be composed in the overlapping area, and
N be the set of pixel pairs in the neighboring system. Given
a label set £ = {0, 1}, our goal is to assign each quaternion
element p € P a label / » € L, such that the following energy
function is minimized:

E=Y Equalp)+x D Esmoornlp.ly).  (6)
peP (5.g)eN

where Egq1q(lp) is the data term measuring the energy cost of
assigning the label /5 to the color pixel p. For color pixels p €
P, the data term is typlcally set to 0 to guarantee the seamline
to be located within the overlapping area. Epo0in (I, 1) is the
smoothness term to penalize the spatial incoherence between
two adjacent color pixels (p, ¢) with different labels (I3, ;).
By assigning labels to color pixels, we determine the values
of each color pixel should be selected from which aligned
color image for the final composite color image. For example,
if [p— =05 the value of p is selected from Io, otherwise, it comes
from 1;. When different labels are assigned to adjacent color
pixels, the seamline will be formed correspondingly. A is a
constant parameter balancing the relative influence between
two terms.
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To achieve the optimal seamline stitching performance,
Eq. (6) is specifically defined to describe differences between
aligned (overlayed) color images, and the color difference
is the most frequently characterized. The smoothness term
is calculated to account for the total differences along the
seamline, as shown in Fig. 2. Therefore, by minimizing
Eq. (6), we can optimize a seamline with minimal difference
cost, such that aligned color images are able to be stitched
seamlessly.

2) Quaternion Perceptual Difference Map: The difference
map usually plays a critical role in producing seamlines.
To generate an optimal seamline in consistent with the human
vision system, we define a quaternion perceptual difference
map that takes the highly correlated color information and
characteristics of the human visual system into account in the
quaternion domain.

Specifically, the color information of a natural image is
distributed non-uniformly among RGB channels, as presented
in Fig. 1. Meanwhile, there are high correlations among
the distributed color information of different color channels.
This characteristic underlies the color constancy capability
of the human visual system [33]. On the other hand, visual
saliency could give rise to changes of human attention to the
integrated color image information. The difference occurring
in the salient areas could easily attract more human attention.
With these considerations, we incorporate the quaternion rep-
resentation into visual saliency, such that the informative areas
of a color image can be fully represented in the quaternion
domain. We treat this quaternion visual saliency map as a
quaternion feature map to highlight the significance of local
regions in the quaternion difference map. Mathematically, they
are formulated as follows:

D=Wg dy—1)). (7)

where W is the average quaternion visual saliency map and
® denotes the Hamilton product performing the element-wise
quaternion multiplication. Following Eq. (2), we can capture
the interactions of three imaginary components between W
and io — il. Accordingly, the correlations among different
color channels of their preserved color information can be also
explored in the quaternion domain. Therefore, it suggests that
the color information, including cross-channel correlations,
is fully utilized by Eq. (7) to characterize the salient color
difference sufficiently. To construct W, we first calculate the
average visual saliency map [34] of each color channel, then
utilize the quaternion representation to encode them as a
whole. In this way, both color correlations and visual saliency
are preserved and fully explored in the quaternion domain.
Next, we measure the perceptual magnitude of each quater-
nion element in D to discriminate perceptual color differences.
Intuitively, the quaternion modulus operator is adopted to
calculate the quaternionic intensity, standing for the geometric
distance from the origin in the quaternion coordinate system.
It is expected to have a linear relationship with the mag-
nitude of color differences. However, it is inconsistent with
human perception. To solve this problem, two characteristics
of the human vision system are additionally accounted to the
quaternion norm. First, the human eyes cannot discriminate
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the difference with its magnitude under a certain threshold.
Second, the perception process is non-linear. Normally, the
response of human eyes is most sensitive to middle gray-level
optical signals, but it becomes slow at low and high gray-
level stages. Mathematically, we base these two perceptual
characteristics on a Sigmoid function defined as follows:

frig@) =1+ cexp(=Bx —a)] ", ®)

where «, B and ¢ are non-negative constants. In particular,
o denotes the threshold at which the discrimination of color
differences begins, and f is the maximum curvature of sen-
sitivity to the perceptible middle gray-level differences. The
perceptible magnitude is adjusted by ¢, and the perceptual
range of this nonlinear discrimination is [(1 + ¢ L),

Combining Eqgs. (7) and (8), we build up the quaternion
perceptual difference map as follows:

Dpercept = fsig (|W ® (IO - Il)|) s (9)

3) Quaternion Perceptual Energy Function: Based on the
quaternion perceptual difference map, we define the data term
and smoothness term in Eq. (6), respectively.

a) Data term: To maintain the continuity of boundary
pixels between the overlapping and non-overlapping areas, the
seamline is supposed to be constrained within the overlapping
area. Thus, we define the data term as follows:

n, if p el NoP

. (10)
0, otherwise

Eqara(lp) = [

where 8i1p. N 9P denotes the common border of ilﬁ and P
and 7 is a large constant for penalization. Obviously, Eq. (10)
prevents the seamline from cutting through the borders of the
overlapping area and also fixes the endpoints of a seamline at
the intersections of two partially overlapped images.

b) Smoothness term: In some local regions, e.g., with
low textures and repetitive textures, misaligned pixels probably
have the same or approximate color values, such that the color
differences may not be distinguished sufficiently in D percepr-
To circumvent this problem, we propose to optimize the
seamline by minimizing its local-area quaternion perceptual
difference cost. To this end, we first define a local set of
quaternion elements centered at (p, ¢):

O(p, ¢, 1) = {3| min(dis(p, $), dis(q, §)) < 1}, a1

where dis(-) is an operator calculating the Euclidean distance
between two color pixels in the image coordinate system and ¢
is a constant parameter to adjust the size of O. Then, we mea-
sure the spatial incoherence of 0 to penalize two adjacent
color pixels (p, ¢) with different labels (I, [;). Consequently,
the smoothness term is defined as follows:

Esmoorn(p, 1g) = 1y — 5] Zéeo(ﬁ 4.y Dpercent @)= (12)

Here, the quaternion perceptual differences of quaternion
elements within O are aggregated together to denote the
local-area quaternion perceptual difference cost between
(p, q). Using O and Dpercepr, we are able to measure the
perceptual difference cost from both spatial and spectral
dimensions. Particularly, when ¢ = 1, the quaternion local set
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O contains only p and ¢, which coincides with the general
seam-cutting approaches.

c) Labeling optimization: The final quaternion-domain
color image labeling problem is solved by minimizing Eq. (6)
that is defined based on Eq. (10) and Eq. (12). Notably, after
using the quaternion modulus operator in Dpercepr to calcu-
late quaternionic intensities, Eq. (6) becomes a real function
despite in quaternion variables. Therefore, we can minimize
Eq. (6) using the a-expansion move algorithm, and the detailed
optimization process can be referred to the literature [35].

III. QUATERNION PERCEPTUAL SEAMLINE QUALITY

In the seam-driven image stitching methods, quality eval-
uation for seamline proposals is an important step, since
it directly decides the choice of final color image stitching
performance. To generate a visually good stitching result,
the seamline quality should also be assessed in consistent
with human subjective evaluation. Actually, seamline detection
and evaluation are intrinsically related, because they have
the same ideal conditions and both depend on the human
visual system. Thus, given a pair of aligned color images
and a detected seamline, we first compute the quaternion
perceptual difference map as a local quality map. It reflects the
distribution and magnitude of perceptual alignment errors in
the overlapping area. Then, we adopt an average pooling strat-
egy to quantitatively score the quaternion perceptual seamline
quality (QPSQ).

Mathematically, let N be the size of the seamline /.
We extract a local patch centered at each color pixel along
the seamline, and M is the total number of color pixels in
each patch. Given a color pixel x; ; located at the j th position
in the it patch, we define the QPSQ measure as follows:

N M
1 .
QPSQU) = 7= > > Dpercept (i ). (13)

i=1j=1
Clearly, Eq. (13) is a real function in quaternion variables.
The QPSQ score has been normalized to the range of [0, 1].
Generally, the lower score indicates the better seamline quality
and better color image stitching performance in the human
visual system.

IV. AUTOMATIC QUATERNION-DOMAIN
COLOR IMAGE STITCHING

Using the proposed QPSD model and QPSQ mea-
sure, an automatic quaternion-domain color image stitching
(AQCIS) framework is developed for high-quality color image
stitching. This section first introduces the quaternion rank-1
alignment model and two color image stitching strategies, then
describes the AQCIS framework specifically.

A. Quaternion Rank-1 Alignment Model

To fully utilize color image information for alignment, the
quaternion rank-1 alignment (QR1A) model was introduced
to the framework of AQCIS for estimating accurate local
alignment. Specifically, given two partially overlapped color
images, their overlapping portions correspond to the same
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real-world scenes and thus are linearly correlated in theory. Let
Qi o r}iz: | be the quaternion representations of well-aligned
color image overlaps, where o denotes image warping opera-
tion and t = [11, 12] is the set of corresponding homography
transformations. We convert each quaternion matrix into a
vector to stack them into a new quaternion matrix Aot
[vec(Q1 oT1), vec(Qz o 13)]. Ideally, the same image contents
could be captured among different well-aligned color images.
That means the columns of A o 7 are identical, and thus the
quaternion rank of A o 7 equals to 1.

However, due to various real-world factors such as moving
objects and occlusions, there are often unavoidable differences
among the columns of Aor. Directly imposing the quater-
nion rank-1 constraint is too strict to guarantee in practice.
To address this issue, we further decompose Ao into a
quaternion rank-1 matrix L and a quaternion sparse matrix $.
Practically, L stands for the same image scenes, while S
accounts for differences among different color images includ-
ing moving objects and occlusions. Therefore, the QRI1A
model is formulated as follows:

R N
L.,S,t
st.  Aotr=L+S, rank@L)=1. (14)

Benefited from the quaternion representation of color
images, QR1A achieves superior alignment accuracy, espe-
cially in low-textured scenarios. Considering the plausible
seamline is usually encouraged to cut through the low-textured
areas, however, the common feature-based alignment methods
perform poorly due to a lack of features in such local regions.
Using QR1A, we can estimate an accurate local alignment in
pixel level for seamline detection, circumventing this problem
effectively. Moreover, due to the separation of S component,
QRIA is robust to aligning color images that involve moving
objects and occlusions.

B. Two Color Image Stitching Strategies

1) Full Quaternion-Domain Color Image Stitching: Using
quaternion representation of color images, we are capable
of processing the color information stored in RGB channels
simultaneously and fully exploring their cross-channel cor-
relations for the whole color image stitching process. Both
AQCIS and ACIS-QRI1A [30] belong to the seam-driven
image stitching category. In this category, three fundamental
elements influence the final stitching performance: (1) local
alignment; (2) seamline; and (3) seamline evaluation metric.
In ACIS-QRIA, color images are aligned in the quaternion
domain, whereas the seamline detection and evaluation are
still operated in the real domain. This causes a deviation
of these separated optimization steps and does not guarantee
an optimal stitching result. It is thus desirable to develop a
unified optimization framework in the full-quaternion domain
for better results. In this regard, AQCIS extends ACIS-QRIA
to the full-quaternion domain to improve the optimized image
stitching results.

2) Joint Optimization of Local Alignment and Seam-
line: Different from the traditional seam-driven methods,
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Input color images Quaternion matrix Initial global alignment
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Quaternion local alignment proposals

Stitched color image  Quaternion matrix
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Fig. 3. The proposed AQCIS framework. A one-to-one mapping between the RGB color space and the quaternion space is first established. In the quaternion
domain, the color information could be fully utilized to jointly learn the local alignment and seamline. The final color image stitching result is achieved
automatically. See Section IV for details. The iterative details of the AQCIS framework are visualized in an additional material.

AQCIS adopts the joint optimization strategy to simultane-
ously learn the local alignment and seamline for the final
color image stitching. In the process of joint optimization,
the intermediately learned local alignment and seamline play
complementary roles in advancing the color image stitching
performance. Meanwhile, the intermediately learned color
image stitching performance guides the subsequent optimiza-
tion direction of local alignment and seamline. In each
iteration, the current learned local alignment, seamline, and
color image stitching performance only hold locally. That
means, in the AQCIS framework, the quaternion computations
of QR1A, QPSD, and QPSQ are iteratively reused for each
other until the results achieve the final optimal or convergence
conditions. This also enables the final stitching result to be
obtained automatically.

C. AQCIS Framework

As illustrated in Fig. 3, input color images are first encoded
into their quaternion representations and roughly aligned with
a single homography for initial global alignment [36]. Then,
we begin the iterative learning process for the joint optimiza-
tion of local alignment and seamline.

In each iteration, we adaptively extract the current over-
lapped quaternion matrices and segment the global overlapping
area into several local regions using the technique [37]. The
number of partitions is based on the approximated number
of sub-planes that compose the image scene in practice.
We assume that each sub-plane predominates a local region.
Empirically, we set the number of local regions at the range of
[3, 5] in this paper. In each local region, we learn the QR1A
model to generate a quaternion local alignment proposal.
On the basis of each quaternion local alignment proposal,
we proceed to learn the QPSD model to obtain the correspond-
ing quaternion seamline proposal. Subsequently, we utilize the
QPSQ measure to evaluate the learned seamline qualities. The
quaternion local alignment proposal with currently the best
QPSQ score is selected as the underlying initial alignment
for the next iteration. With this iterative learning process,

we jointly optimize the QRIA and QPSD models under the
guidance of the QPSQ metric. Accordingly, the selected best
local alignment and seamline are iteratively updated in the
quaternion domain towards the final optimal color image
stitching performance.

We record the best QPSQ score in each iteration. The itera-
tive learning process is stopped when the relative difference of
the QPSQ scores between two consecutive iterations is lower
than a convergence threshold. Alternatively, it is considered to
be optimum if the QPSQ score of currently learned the best
seamline is lower than a valid threshold. Afterward, we recover
the final stitched color image from its optimized quaternion
representation.

V. EXPERIMENTS
A. Experimental Settings

1) Parameters Setting: In the QPSD model, the parameters
A and ¢ are both set to 1 by default. The threshold « is auto-
matically selected using the technique [38] where the number
of gray levels and the interval of the histogram are set to
100 and 0.01, respectively. Meanwhile, the threshold 8 is nor-
mally given by g = % where « denotes the above-mentioned
interval of histogram [20]. The parameter ¢ of the quaternion
local set equals 2 which shall be analyzed in the following
ablation studies. In the AQCIS framework, we use the default
parameters of the QR1A model [30] directly. For the iterative
learning process, we set the convergence threshold and the
valid threshold to 10~3 and 1072, respectively. The procedure
is generally stopped within 10 iterations.

2) Datasets and Comparison Methods: We conduct experi-
ments on public challenging datasets collected from [14], [24],
and [25]. To save space, all the datasets and corresponding
stitching results of different methods are provided in the
supplementary material. The comparative methods include
two widely used seamline detection algorithms in Graph-
Cut [17] and SEAGULL [25], two recent seamline detection
methods, i.e, PBSC [20] and QEIS [26], and two state-of-
the-art overall color image stitching methods, i.e., LPC [5]
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Comparison of seamline detention performance on the P7-013 dataset [24]. (a) Reference image. Stitching seamlines of (b) GraphCut [17],

(c) SEAGULL [25], (d) PBSC [20], (e) QEIS [26], and (f) QPSD. Stitching results of highlighted regions are magnified at the right side.

and ACIS-QRIA [30]. For a fair comparison, all seamline
detection methods are performed on the same initial alignment,
and the stitching order of all methods remains consistent on
each dataset. Additionally, we adopt the Poisson blending
technique [39] for all methods to improve their final aesthetic
values.

3) Quantitative Evaluation Criteria: Despite the proposed
QPSQ measure, we introduce four classical metrics, i.e.,
RMSE, SSIM [40], FSIMc [41], and ZNCC score [25],
to assess seamline quality and color image stitching perfor-
mance of different methods objectively. They are defined as
follows:

1 N M
RMSE() = - > > Ilo(xi.j) = Tixi ), (15)
i=1 j=1
N
1
SSIM() = > SSIM (Io(P), i (Py)) (16)
i=1
1 N
FSIMc(l) = N ZFSIMC To(P), L1 (P)), an

1

=z

B ZNCC (Ip(P), Li(P)) + 1
2

1

ZNCC score(l) = v ; (1
where N is the number of pixels along the seamline /, P;
denotes the local patch centered at the i pixel along the
seamline, Ip(P;) and I;(P;) are image patches extracted from
the image Iy and I, respectively. x; ; represents the 71 pixel
in P;, Ip(x; ;) and I; (x; ;) are the corresponding values from
image Iy and I, respectively. Compared with QPSQ, these
four metrics are all calculated in the real domain. In this paper,
we uniformly set the patch size to 15 x 15 pixels, and hence
M = 255. The reference image of the evaluation is consistent
with that of the stitching order.

)

(18)

B. Performance of Seamline Detection

To verify the effectiveness of QPSD, we compare it with
four peer seam-cutting methods, i.e., GraphCut [17], SEAG-
ULL [25], PBSC [20], and QEIS [26]. The same initial
alignment is given by a single homography. Two examples
are displayed in Figs. 4 and 5. In the P7-013 dataset [24],
salient structures like buildings and lamps are misaligned

severely due to large parallax. We use red rectangles to
highlight specific local regions that seamlines pass through,
and the corresponding stitching results are magnified at the
right side. As can be seen, alignment errors are concealed
by these seam-cutting methods to different extents. However,
most seamlines cut through the right misaligned walls because
they fail to characterize the differences of this local area
sufficiently, resulting in obvious structural artifacts. Compared
with them, QPSD generates a reasonable seamline achieving
better stitching quality.

Another example is the P7-053 dataset [24]. The repetitive
textures like tiles and flagstones are misaligned severely due to
large parallax. Specific local areas are highlighted in red and
yellow rectangles and also magnified at the right side. These
comparative algorithms optimize the seamline considering the
alignment accuracy of only its two adjacent pixels. As shown
in Fig. 5, their optimized seamlines are prone to cut through
those misaligned areas with the same or similar textures
since they cannot discriminate color differences effectively.
In contrast, QPSD considers the local-area alignment accuracy
along the seamline, and thus it is able to avoid generating such
repetitive-textured artifacts to a certain extent.

C. Ablation Studies on QPSD

1) Quaternion Representation of Color Image: Character-
izing differences between aligned color images is critical to
optimizing a seamline, and the color difference is the most
widely used. Therefore, an efficient color representation of
color images is important to the sufficient exploration of color
differences and is also beneficial to optimizing a seamless
seamline. To verify the effectiveness of the quaternion rep-
resentation, we substitute it with three common representation
approaches, i.e., (1) just on gray images; (2) taking the mean
values on color channels; and (3) considering color channels
independently and then fusing the data, while keeping other
parts unchanged in QPSD. We refer to the first two approaches
as the gray representation and monochromatic model, while
the third one is termed the concatenation model.

Fig. 6 illustrates an example on the SEG-09 dataset [25].
Given the same image alignment, we use different represen-
tation approaches to calculate perceptual differences between
aligned color images. The derived perceptual difference map
can be visualized as a gray image to present the distribu-
tion and magnitude of perceived misalignment. Generally,
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Comparison of seamline detention performance on the P7-053 dataset [24]. (a) Reference image. Stitching seamlines of (b) GraphCut [17],

(c) SEAGULL [25], (d) PBSC [20], (e) QEIS [26], and (f) QPSD. Stitching results of highlighted regions are magnified at the right side.

(a) Initial alignment

(b) Gray representation

(c) Monochromatic model

(d) Concatenation model (e) Quaternion representation

Fig. 6. Ablation study on quaternion representation of color images on the SEG-09 dataset [25]. (a) Initial alignment of overlapping area. Misaligned regions
are magnified at the bottom. Exploration of color differences (top) and stitching seamlines (bottom) using the (b) gray representation, (c) monochromatic
model, (d) concatenation model, and (e) quaternion representation. Stitching results of misaligned regions are magnified at right corners.

the brighter regions indicate larger differences, i.e., more
alignment errors. Thus, an optimal seamline is supposed to
cut through the black areas in a difference map, such that
the overlapped color images have minimal difference cost.
It can be observed from Fig. 6 (e) that the color differences of
misaligned structures are fully characterized by the quaternion
representation of color images. Correspondingly, the opti-
mized seamline is able to avoid cutting through misaligned
structures, generating a plausible stitching result. In contrast,
the three common representation approaches do not work on
the whole color space, and thus they cannot explore color
differences sufficiently. Their optimized seamlines cut through
misaligned structures, resulting in obvious artifacts to different
extents.

2) Quaternion Perceptual Difference Map: QPSD utilizes
the quaternion representation of color images to calculate
the quaternion perceptual difference map. To validate the
effectiveness of the quaternion perceptual difference map,
we compare it with three common difference maps calculated
in GraphCut, SEAGULL, and PBSC, i.e., (1) the color differ-
ence map; (2) the color and edge difference map; and (3) the
perception-based difference map. Notably, these common dif-
ference maps are all defined in the real domain and we utilize
the concatenation model to calculate their color differences
uniformly. For fairness, we set 7 = 1 for O in QPSD.

Fig. 7 shows the four difference maps on the PT-013
dataset [24]. We extract the overlapping area to present the ini-
tial alignment in Fig. 7 (a). For illustration, we further magnify
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(a) Initial alignment (e) Quaternion perceptual dif-
ference
Fig. 7. Ablation study on quaternion perceptual difference map D percepr on the PT-013 dataset [24]. (a) Initial alignment of overlapping area. The misaligned

region is magnified at the bottom. Difference maps of (b) color difference [17], (c) color and edge difference [25], (d) perception-based difference [20], and

(e) quaternion perceptual difference. Generated seamlines are delineated on the different difference maps. Example regions are magnified at the bottom.

b t=1

Ablation study on quaternion local set O on the PT-053 dataset [24]. (a) Initial alignment of overlapping area. Generated seamlines are delineated
on the quaternion perceptual difference maps when (b) r =1, (¢c) t =2, (d) t = 3, and (e) t = 4, respectively.

(a) Initial aligﬁment
Fig. 8.

a misaligned region where the right yellow wall in one image
is overlaid with the green plants and the blue sky in another
image. As shown in Figs. 7 (b) and (c), alignment errors are
characterized when the yellow wall is overlapped with the
green plants, but cannot be effectively captured when it is
overlapped with the blue sky. The perception-based difference
map performs better in Fig. 7 (d); however, there are still
some alignment errors not being captured. As a result, their
generated seamlines all directly cut through the misaligned
yellow wall, as shown in Figs. 4 (b)-(d). In comparison, all
the above visual alignment errors are characterized sufficiently
using the quaternion perceptual difference map in Fig. 7 (e).
From Fig. 4 (f), we can observe it enables QPSD to generate
a plausible seamline, avoiding such structural distortions.

3) Quaternion Local Set: To circumvent misaligned pixels
in the low-textured and repetitive-textured areas, we optimize
the seamline considering the alignment accuracy of its local
area. To verify the efficacy of the quaternion local set O on
QPSD, we perform experiments with different values of the
parameter ¢.

Fig. 8 shows the generated seamlines for the P7-053
dataset [24]. We present the image alignment of a specific
overlapping area and delineate seamlines on the quaternion
perceptual difference map, respectively. As shown in Fig. 8 (a),
the repetitive flagstones are misplaced severely. However, due
to the same or similar textures, such differences are not dis-
tinguished sufficiently in the quaternion perceptual difference
map. When ¢ = 1, QPSD optimizes the seamline considering
only its two adjacent color pixels, and thus the seamline
cuts through misaligned flagstones easily in Fig. 8 (b). With
the parameter value increasing, QPSD takes its local-area

c)t=2

(dt=3 e)t=4

TABLE 1

INFLUENCE OF PARAMETER VARIATIONS ON SEAMLINE QUALITY
MEASURED IN RMSE, SSIM, FSIMc, ZNCC SCORE, AND QPSQ

t | 1 2 3 4 5 6
RMSE (%) | 470 336 442 521 514  5.39
SSIM (%) | 78.35 86.19 81.22 79.42 80.32 79.37
FSIMc (%) | 93.96 94.09 93.18 90.55 82.77 82.29

ZNCCscore | 013 010 012 014 018  0.18
QPSQ (%) | 5.38 3.32 7.04 858 844 876

alignment accuracy into account to optimize the seamline.
We can observe from Fig. 8 (c) that when ¢ = 2, the seamline
starts to circumvent those misaligned flagstones and generates
a visually pleasing result, as shown in Fig. 5 (e). However, not
the parameter value is larger the better. For instance, when
t = 3 here, redundant alignment errors may mislead QPSD
into optimizing the shortest path, i.e., the straight line.

To find an appropriate value for the parameter ¢, we give
the empirical analysis. We collect a validation set containing
five datasets that are randomly selected from [24] and [25].
We vary the value of parameter ¢ from 1 to 6 to quantita-
tively evaluate the seamline quality. The average values with
different choices are summarized in Table I. It can be clearly
observed that the seamline qualities under five metrics are all
improved when 2 <t < 3; but generally decline if 7 > 3. The
best seamline quality is obtained when ¢t = 2. Thus, we set
t = 2 by default in this paper.

D. Performance of Color Image Stitching

Although QPSD facilitates the generation of a plausible
seamline in the presence of misalignment, the seamline qual-
ity is still founded on an accurate color image alignment.
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Fig. 9. Comparison of color image stitching performance on the P7-013 dataset [24] - the case with large parallax and repetitive textures. Stitching results
of (a) LPC [5], (b) ACIS-QRI1A [30], (c) QPSD, and (d) AQCIS. Sample regions are magnified at the right side.

(c) QPSD

(d) AQCI

Fig. 10. Comparison of color image stitching performance on the P7-053 dataset [24] - the case with large parallax and repetitive textures. Stitching results
of (a) LPC [5], (b) ACIS-QRI1A [30], (c) QPSD, and (d) AQCIS. Sample regions are magnified at the right side.

To evaluate the overall stitching ability of AQCIS, we com-
pare it with QPSD and two state-of-the-art methods, i.e.,
LPC [5] and ACIS-QRI1A [30] on various challenging datasets.
Notably, both LPC and ACIS-QR1A adopt the PBSC [20]
method for seamline detection.

In real-world applications, color image stitching often faces
multiple difficulties simultaneously. As shown in Fig. 9, meth-
ods designed for large parallax are all able to generate visually
plausible results for the P7-013 dataset [24]. However, the
repetitive bricks of the right yellow wall are misaligned by
LPC, ACIS-QR1A, and QPSD, and their seamlines cut through
these misaligned repetitive textures resulting in artifacts to
different extents. By comparison, AQCIS aligns these repet-
itive bricks accurately and obtains higher seamline stitching
quality clearly. For the PT-053 dataset [24], there are more
kinds of repetitive textures, including trees, tiles, flagstones,
and the green roof. As shown in Fig. 10, seamlines of LPC
and ACIS-QRI1A are prone to pass through these misaligned
repetitive-textured areas since they have the same or similar

color values. Comparing AQCIS to QPSD, we can observe
that its superior stitching performance is attributable to the
improved local alignment accuracy along the seamline.
Examples of other challenging scenarios are further given.
In the P7-009 dataset [24], there are simultaneously existing
large parallax, moving kids, and repetitive textures, as shown
in Fig. 11. The presence of moving objects or occlusions may
mislead feature detection and matching. LPC leverages feature
points and lines trying to estimate the global alignment for the
whole overlapping area. As a result, it distorts the front white
pillars and also suffers from shearing artifacts. QPSD suffers
from shearing artifacts as well. In contrast, ACIS-QR1A and
AQCIS estimate the local alignment along the seamline, they
are free from the above artifacts. However, ACIS-QR1A cal-
culates the seamline considering only its two adjacent pixels.
As a result, the stitched building of ACIS-QRI1A in Fig. 11 (b)
is not as straight as that of AQCIS in Fig. 11 (d). In the DFW-
roof dataset [14], there is a combination of large parallax and
low textures. As shown in Fig. 12, LPC generates apparent
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Comparison of color image stitching performance on the P7-009 dataset [24] - the case with large parallax, moving objects, and repetitive textures.

Stitching results of (a) LPC [5], (b) ACIS-QR1A [30], (c) QPSD, and (d) AQCIS. Sample regions are magnified at the right side.

(a) LPC

(c) QPSD
Fig. 12.
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Comparison of color image stitching performance on the DFW-roof dataset [14] - the case with large parallax and low textures. Stitching results

of (a) LPC [5], (b) ACIS-QRI1A [30], (c) QPSD, and (d) AQCIS. Sample regions are magnified at the right side.

artifacts due to insufficient feature correspondences. ACIS-
QRI1A and QPSD perform better but still suffer from slight
artifacts at the connection of walls. In contrast, the result
of AQCIS exhibits higher visually stitching quality. Overall,
it may be inferred that AQCIS outperforms QPSD, LPC,
and ACIS-QRI1A in multiple kinds of challenging scenarios,
demonstrating superiority in color image stitching.

E. Ablation Study on AQCIS

To provide an intuitive understanding of AQCIS, we conduct
an ablation study on the DFW-corner dataset [14]. As shown
in Fig. 13, we present the intermediate stitching results of

AQCIS in each iteration, including the learned seamlines
and stitched color images. To illustrate the optimized local
alignment quality, we delineate seamlines on the quaternion
perceptual difference maps. When the seamline cuts through
the bright local areas in the difference map, artifacts will be
generated in the stitched image accordingly. From Fig. 12 (a)
to Fig. 12 (e), it can be clearly observed that the bright
local areas, i.e., alignment errors, disappear along the seamline
gradually. The corresponding artifacts are also eliminated little
by little during the process of the joint optimization of our
local alignment and seamline.

Table II records the intermediate seamline quality in each
iteration. As can be seen, the RMSE and QPSQ scores
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(a) Initial alignment (b) 1% iteration

Fig. 13.

(c) 2" iteration

(e) 4™ jteration

(d) 3" iteration

Ablation study on AQCIS on the DFW-corner dataset [14]. Intermediate stitching results of the (a) Initial alignment, (b) 1% iteration, (c) ond

iteration, (d) 3" iteration, and () 4 iteration. Seamlines are delineated on the quaternion perceptual difference maps. Obvious artifacts are circled in red.

TABLE I

INTERMEDIATE SEAMLINE QUALITY MEASURED IN RMSE,
SSIM, FSIMc, ZNCC SCORE, AND QPSQ

TABLE III

QUANTITATIVE EVALUATION MEASURED IN RMSE, SSIM,
FSIMc, ZNCC SCORE, AND QPSQ

Iteration ‘ Initial 18t ond 3rd 4th
RMSE (%) 4.78 4.05 3.77 3.83 3.83
SSIM (%) 80.23 77.59 71.70 69.40 70.13
FSIMc (%) 95.58 95.15 96.65 97.50 97.26
ZNCC score 0.17 0.26 0.28 0.24 0.26
QPSQ (%) 323 092 036 019 0.001

are iteratively improved with the joint optimization process.
This reveals the fact that our learned local alignment and
seamline are iteratively optimized, and also validates the
effectiveness of the joint optimization strategy adopted in
AQCIS. Furthermore, it is noteworthy that the RMSE metric
cannot effectively discriminate the seamlines of the 3™ and
4 jterations, while the SSIM, FSIMc, and ZNCC scores
even predict the learned seamline qualities with an opposite
tendency. Compared with them, the QPSQ metric cannot only
discriminate different seamlines effectively but also correlate
well with human perception to evaluate the seamline quality.

F. Quantitative Evaluation

To comprehensively assess the stitching ability of QPSD
and AQCIS, we carry out extensive quantitative experiments.
Table III records the quantitative comparisons of the above
qualitative samples. Additionally, we have expanded our com-
parative experiments on the entire datasets of PTIS [24]
and SEAGULL [25] (see APPENDIX). The corresponding
experimental results are provided in the supplementary file.

We highlight the best and the second-best scores under
different metrics in bold and underlined, respectively; and “—"
indicates the failure case. As reported in Table III, QPSD
generally outperforms other seamline detection methods PBSC
and QEIS, while AQCIS is superior to QPSD, achieving
better color image stitching performance. Benefited from the
improvement of alignment quality, LPC and ACIS-QRIA
outperform PBSC in most cases. Additionally, ACIS-QRI1A

Dataset | Metric | PBSC[20] QEIS [26] LPC[5] ACIS-QRIA [30] QPSD AQCIS
RMSE(%) 6.29 5.87 5.05 4.25 4.81 4.34

PT-009 [24] SSIM(%) 71.19 72.04 77.35 82.77 75.37  83.93
FSIMc(%) 95.18 95.93 95.71 95.29 94.82  95.20

ZNCC score 0.15 0.13 0.11 0.08 0.13 0.07

QPSQ(%) 8.68 9.79 7.16 4.00 5.03 2.83

RMSE(%) 6.43 5.81 3.62 5.34 7.90 5.63

PT-013 [24] SSIM(%) 78.02 84.61 87.62 87.51 79.32 9497
FSIMc(%) 89.24 88.31 89.77 89.84 91.27  85.24

ZNCC score 0.08 0.07 0.03 0.04 0.10 0.02

QPSQ(%) 10.59 7.35 416 5.26 1048 227

RMSE(%) 10.24 11.35 10.14 8.13 1016  8.50

PT-053 [24] SSIM(%) 37.27 36.61 36.19 51.95 38.06  49.23
FSIMc(%) 93.43 93.74 93.98 94.67 93.70  93.66

ZNCC score 0.32 0.32 0.32 0.26 0.34 0.26

QPSQ(%) 10.79 7.34 7.76 717 1191 4.42

RMSE(%) 5.13 2.40 3.41 2.61 2.88 2.50

SEG-09 [25] SSIM(%) 68.75 87.95 84.22 87.99 86.54  87.39
FSIMc(%) 95.37 95.65 96.98 96.19 95.35  96.26

ZNCC score 0.23 0.26 0.15 017 0.18 0.17

QPSQ(%) 4.46 2.08 2.53 1.63 2.22 1.02

RMSE(%) 1.78 - 2.28 1.74 2.33 1.96

DFW-roof [14] SSIM(%) 94.36 - 95.92 96.81 94.21  96.64
FSIMc(%) 96.91 - 98.65 97.88 96.49  97.38

ZNCC score 0.08 - 0.01 0.03 0.05. 0.04

QPSQ(%) 0.37 - 0.63 0.35 0.55 0.09

RMSE(%) 5.54 5.89 4.96 4.73 4.78 3.83

DFW-corner [14] | SSIM(%) 74.55 70.98 79.15 79.92 80.23  70.13
FSIMc(%) 92.24 93.81 95.67 94.96 95.58  97.26

ZNCC score 0.20 0.21 0.10 0.23 0.17 0.26

QPSQ(%) 6.71 7.58 4.74 1.04 323  0.001

achieves comparable results with AQCIS, especially in low-
textured scenarios. However, the seamline quality limits its
effectiveness in the final color image stitching performance.

On the other hand, the RMSE and SSIM scores provide
objective measures of geometric alignment accuracy and struc-
tural similarity, but may not be in accord with human beings’
subjective evaluation. For example, AQCIS obtains the best
RMSE and SSIM scores in the PT-053 and DFW-roof datasets,
while noticeable artifacts are still captured in Figs. 10 (b)
and 12 (b). By comparison, the QPSQ score exhibits greater
consistency with the qualitative results. In Table III, AQCIS
achieves the best QPSQ scores constantly despite various
challenging scenarios.

VI. DISCUSSION
A. Comparison With Seam-Driven Methods

The limitations of existing seam-driven methods have been
discussed in the Introduction. Here, we present experimental
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(b) SEAGULL

Fig. 14. Stitching results of (a) PTIS [24], (b) SEAGULL [25]. Example regions are magnified at the right side.

results of PTIS [24] and SEAGULL [25] for illustration.
As shown in Figure 14, they put major efforts into optimizing
a local alignment for seamline detection to tolerate large par-
allax. However, from the magnified local regions, we observe
that stitching artifacts are still produced. Compared with them,
AQCIS advances in four aspects: (1) the pixel-based QR1A
model is utilized for accurate local alignment estimation;
(2) the QPSD model is proposed for high-quality seamline
detection; (3) the QPSQ measure is proposed to discriminate
different seamlines to provide a specific optimization direction.
(4) More importantly, AQCIS adopts the joint optimization
strategy and the full quaternion-domain color image stitching
strategy. It makes full use of the color information to jointly
optimize the local alignment and seamline, achieving the final
optimal color image stitching performance automatically.

B. Limitation and Future Work

Since input color images are usually partially overlapped,
seamline detection is restricted to the overlapping area. To find
a sensible local alignment enabling the optimal seamline
stitching, AQCIS thus works on the overlapped color images
as well. However, the estimated local alignment in the over-
lapping area may be biased in the non-overlapping area. As a
result, projective distortions probably occur in the stitching
results. In the future, the naturalness issue in color image
stitching will be addressed.

VII. CONCLUSION

In this paper, we proposed an automatic quaternion-domain
color image stitching method that was able to address multi-
ple real-world difficulties with high-quality stitching results.
Taking advantage of the quaternion representation of the
color image, we proposed the QPSD model and the QPSQ
measure to calculate and evaluate seamlines, respectively.
Incorporating the pixel-based QR1A model with QPSD and
QPSQ, we further developed a unified AQCIS framework.
In this framework, the local alignment and seamline were
jointly optimized in the quaternion domain to advance the
final optimal color image stitching performance. Experimental
results have shown that AQCIS outperforms the state-of-the-
art methods in color image stitching, and has the capability
of simultaneously addressing multiple difficulties, including

large parallax, moving objects, occlusions, low textures, and
repetitive textures.
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