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Abstract—Spread spectrum (SS) watermarking has gained
significant attention as it prevents attackers from reading,
tampering with, or removing watermarks. Secret key estimation
can help with the first two unauthorized operations but cannot
remove watermarks. Moreover, existing deep-learning watermark
removal methods do not consider the characteristics of SS
watermarking, thus leading to unsatisfactory results. In this paper,
we design a secret key estimation method that treats secret key
estimation as a binary classification problem and updates the
estimated key via backpropagation and parameter optimization
algorithms. We develop a watermark removal network using
quaternion convolutional neural networks (QCNNs) to learn
watermark features while capturing the relationship between
channels to improve image quality. Based on our estimation method
and QCNN-based network, we propose a two-stage watermark
removal framework that utilizes information of the secret key to
train the network. A loss function is introduced to directly prevent
watermark extraction, thereby improving removal performance.
Extensive experiments demonstrate the superiority of our methods
over the state-of-the-art methods.

Index Terms—Deep learning, secret key estimation, spread
spectrum watermarking, watermark removal, watermarking
security.

I. INTRODUCTION

D IGITAL watermarks are messages embedded in multime-
dia files to protect the copyright of the owners [1], [2],

[3]. Numerous watermarking methods have been proposed, each
with unique advantages. For instance, object-based watermark-
ing can embed messages into selected regions of a video se-
quence, providing robustness against geometrical attacks [4],
[5]. On the other hand, SS watermarking embeds watermarks
across the entire data. Specifically, a watermark is spread into a
secret key and then added to the data. In this way, the watermark
exhibits robustness against common signal processing opera-
tions and security of preventing unauthorized operations. Due
to these advantages, SS watermarking has been widely applied
to image, audio, and video watermarking [6], [7], [8]. Recently,

Manuscript received 11 September 2023; revised 28 January 2024; accepted
23 February 2024. Date of publication 27 February 2024; date of current version
24 April 2024. This work was supported in part by Science and Technology
Development Fund, Macau SAR under Grant 0049/2022/A1, and in part by the
University of Macau under Grant MYRG2022-00072-FST. The Associate Editor
coordinating the review of this manuscript and approving it for publication was
Prof. Xiaochun Cao. (Corresponding author: Yicong Zhou.)

The authors are with the Department of Computer and Information Science,
University of Macau, Macau 999078, China (e-mail: youjinkun09@gmail.com;
yicongzhou@um.edu.mo).

Digital Object Identifier 10.1109/TMM.2024.3370380

researchers have focused on improving the security of SS water-
marking [9], [10], [11]. A secure SS watermarking method can
prevent malicious individuals from reading, tampering with, or
removing the embedded watermarks [12]. Hence, it is crucial to
study the security of SS watermarking to ensure the protection
of intellectual property rights.

Security in SS watermarking is primarily studied from the at-
tackers’ perspective. Since SS watermarking uses the same se-
cret key for both watermark embedding and extraction, attackers
can read or tamper with embedded watermarks if they can accu-
rately estimate the secret key. Hence, secret key estimation has
emerged as an attack method based on Kerckhoffs’ principle [13]
and Diffie-Hellman methodology [14]. According to Kerck-
hoffs’ principle, attackers should fully know the watermark em-
bedding and extraction algorithms. As suggested by [14], at-
tackers usually collect additional information from the owner to
design estimation methods. This information consists of water-
marked files and embedded watermarks in the known-message
attack (KMA) scenario, which has gained significant attention
recently [15], [16], [17]. However, only a few estimation meth-
ods have been proposed. The watermarked file exhibits a larger
variance along the secret key direction. Cayer et al. [18] devised
a FastICA-based method to determine the direction. This poses
a threat to traditional SS watermarking methods, including ad-
ditive SS watermarking [19] and improved SS (ISS) watermark-
ing [20]. The distribution of watermarked files must be circular to
conceal the direction information. This principle has inspired the
development of more secure SS watermarking methods, such as
robust-natural watermarking (RNW) [21], circular-extension of
ISS (CW-ISS) [22], and transportation spherical watermarking
(TSW) [23]. In [18] and [24], maximum likelihood estimation
(MLE) was adopted to achieve higher estimation accuracy. Bas
et al. [25] proposed an average operation (AVE) on watermarked
files and embedded watermarks to estimate the secret key. Ad-
ditionally, You et al. [17] introduced the equivalent key-based
(EK)1 method, which achieves the highest estimation accuracy
at the cost of efficiency. Existing secret key estimation meth-
ods have contributed to security evaluation and improvement.
Nevertheless, they have not yet been applied to watermark re-
moval. This is because watermark extraction does not rely on
certain parameters used in watermark embedding, making these
parameters unknown to attackers. As a result, SS watermarking
remains irreversible and prevents watermark removal. To solve

1Equivalent keys refer to unit vectors with expected decoding performance.
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this problem, the deep learning techniques can be introduced to
learn these unknown parameters.

In recent years, the deep learning techniques have been ap-
plied to remove watermarks from images while improving image
quality [26], [27], [28], [29]. Specifically, a deep neural network
(DNN) is trained on pairs of original and watermarked images.
In [26], Geng et al. exploited the denoising convolutional neural
network (DnCNN) [30] to remove watermarks. Multiple convo-
lutional neural networks (CNNs) are stacked to learn the differ-
ence between the original and watermarked images. Inspired by
U-Net [31], Hatoum et al. [27] designed a U-shaped network for
watermark removal. Later, Li et al. [28] proposed a U-shaped
watermark removal network based on generative adversarial
training. Wang et al. [29] utilized the residual dense network
(RDN) [32] to remove low-frequency and middle-frequency wa-
termarks. Existing watermark removal networks can attack SS
watermarking but do not consider its characteristics. First, SS
watermarking embeds and extracts watermarks using a secret
key that is unavailable to attackers in real-world applications.
Hence, existing methods directly train networks on the image
pairs created by a randomly generated key. Nevertheless, differ-
ent keys embed watermarks in different subspaces, making it dif-
ficult to learn watermark features from these image pairs. A rea-
sonable solution is to exploit more information about the secret
key for network training. Second, the watermarks embedded in
the frequency domain can distort various frequency coefficients.
Existing methods use CNN-based networks to learn watermark
features in the spatial domain but fail to explore the relationships
between frequency coefficients. The capture of the relationships
can improve the image quality. Third, existing methods remove
watermarks only through image quality enhancement. The at-
tacked image is expected to be visually similar to the original
one. However, the watermarks are embedded imperceptibly and
will cause the distortion that may be perceived as an inherent part
of the original image. Consequently, it is difficult to remove wa-
termarks via image quality enhancement. A more effective way
is to directly increase the watermark extraction failure probabil-
ity.

Motivated by the above observations, this paper proposes a
two-stage watermark removal framework for SS watermarking
and the KMA scenario. Since watermarked images and the em-
bedded watermarks provide valuable information about the se-
cret key, our framework utilizes them to learn watermark fea-
tures. Our contributions are five-fold as follows:
� We propose a secret key estimation method by transform-

ing secret key estimation into a binary classification prob-
lem. The estimated key corresponds to the predicted de-
cision boundary and is updated by backpropagation and
parameter optimization algorithms.

� We develop a QCNN-based watermark removal network
to learn watermark features, capturing the relationships be-
tween different frequency information.

� Combining the proposed estimation method and QCNN-
based network, we propose a two-stage watermark removal
framework for SS watermarking. Our framework utilizes
the information provided by secret key estimation to learn

watermark features, filling the gap between secret key es-
timation and watermark removal.

� We introduce a loss function to directly decrease the suc-
cess probability of watermark extraction, thus enhancing
watermark removal performance.

� Extensive experiments and analysis demonstrate that our
methods outperform the state-of-the-art methods in terms
of estimation accuracy, removal rates, and image quality.

The rest of this paper is organized as follows. Section II briefly
introduces SS watermarking and QCNNs. Section III presents
the proposed methods in details. Section IV reports experimental
results. Finally, Section V draws conclusions.

II. BACKGROUND

In this section, SS watermarking is briefly reviewed. QCNNs
are introduced. Finally, some measures are given to evaluate the
performance of secret key estimation and watermark removal
methods.

A. SS Watermarking

Notations: In this paper, R and [N ] denote the real space
and integer set {1, 2, . . ., N}, respectively;m ∈ {0, 1}Nc×1 and
m̂ ∈ {0, 1}Nc×1 denote the original and extracted watermark
messages, respectively; Io ∈ RH×W and Iw ∈ RH×W denote
the original and watermarked images, respectively; x ∈ RNv×1,
y ∈ RNv×1, and w ∈ RNv×1 denote the host, watermarked,
and watermark signals, respectively; the secret key is denoted
as U = [u1,u2, . . .,uNc

], where ui ∈ RNv×1 for ∀i ∈ [Nc];
Û = [û1, û2, . . ., ûNc

] ∈ RNv×Nc represents the estimated key.
Additionally, U has the following orthogonal property

uT
i uj =

{
0, if i �= j

1, otherwise
. (1)

Hence, U is a set of orthogonal bases with unit length in the
space RNc and is in the subspace of RNv (Nv � Nc). Due to
the orthogonal property, SS watermarking uses the same secret
key to embed and extract watermark messages.

Embedding: To embed m into Io, Io is first transformed into
the frequency domain using techniques like the discrete wavelet
transform (DWT). Afterwards, Nv coefficients are selected to
form x. Next, w is generated and added to x as follows:

y = x+w. (2)

Iw is finally obtained from y via the inverse transformation. The
generation method of w determines the robustness and security
of SS watermarking. In [19], Cox et al. proposed the first SS
embedding method, namely additive SS. Additive SS generates
w by

w = α

Nc∑
i=1

(−1)m(i)ui, (3)

where α ∈ (0,+∞) controls embedding strength. Additive SS
suffers from the interference of x, thus causing a decrease in
robustness. To alleviate this problem, Malvar et al. [20] proposed
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ISS as follows:

w =

Nc∑
i=1

(α(−1)m(i) − λxTui)ui, (4)

where λ ∈ [0, 1] tunes the attenuation of the host signal inter-
ference. In [22] and [21], Bas et al. designed two more secure
SS embedding methods, i.e., CW-ISS and RNW. CW-ISS can
be expressed as

w =

Nc∑
i=1

(α(−1)m(i)|v(i)| − λxTui)ui, (5)

where v ∈ RNc×1 is a randomly-generated vector with unit
length. RNW can be implemented by

w =

Nc∑
i=1

(α(−1)m(i)|xTui| − xTui)ui. (6)

Compared with additive SS and ISS, CW-ISS and RNW are
more secure but less robust. To maintain robustness and security
simultaneously, Wang et al. [23] proposed TSW. This method
exploits the transportation theory to optimize the spherical em-
bedding like

w =

Nc∑
i=1

(α(−1)m(i)|v(i)| − xTui)ui. (7)

As a result, the robustness is significantly improved.
Extraction: Iw is transformed into the frequency domain to

obtain y through the same process as in the watermark embed-
ding. Subsequently, the watermark message is extracted from y
by the following function

m̂(i) =
(
1− sgn

(
yTui

))
/2, (8)

where sgn(·) represents the sign function. As can be seen, the
extracted message m̂ is determined by the sign of the product
between y and U.

B. Quaternion Convolutional Neural Network

QCNNs draw inspiration from quaternion algebra and CNNs.
Quaternion algebra introduces the concept of quaternion num-
bers and defines a set of operations within the hypercomplex
space [33]. A quaternion number is mathematically expressed
as

q̇ = r + xi+ yj+ zk, (9)

where r, x, y, and z are real numbers; i, j, and k are the imagi-
nary units satisfying the following properties: 1) ijk = ii = jj =
kk = −1; 2) ij = −ji = k; 3) jk = −kj = i; 4)ki = −ik = j.
Given a scalar α, we have αq̇ = αr + αxi+ αyj+ αzk. Given
any two quaternion numbers q̇1 = r1 + x1i+ y1j+ z1k and
q̇2 = r2 + x2i+ y2j+ z2k, the addition operation is defined as

q̇1 + q̇2 = (r1 + r2) + (x1 + x2)i+ (y1 + y2)j+ (z1 + z2)z.
(10)

The rule for quaternion addition also applies to the subtraction
operation. Besides, the quaternion algebra system defines the

Hamilton product between q̇1 and q̇2 as

q̇1 ⊗ q̇2 =

⎡
⎢⎢⎣
r1 −x1 −y1 −z1
x1 r1 −z1 y1
y1 z1 r1 −x1

z1 −y1 x1 r1

⎤
⎥⎥⎦ ∗

⎡
⎢⎢⎣
r2
x2

y2
z2

⎤
⎥⎥⎦

= Q̇1 ∗ q̇2
= q̇3

=
[
r3 x3 y3 z3

]T
, (11)

where “*” denotes the matrix multiplication; q̇3 = r3 + x3i+
y3j+ z3k is the output; Q̇1 is a matrix generated from q̇1. QC-
NNs follow the structure of CNNs but introduce several key
differences. First, QCNNs use the Hamilton product to perform
the convolution operation. Second, Q̇1 is considered the kernel
in QCNNs. Third, r2, x2, y2, and z2 are treated as four distinct
channels. Accordingly, the same weights are shared by every
four channels, reducing the number of parameters. Finally, QC-
NNs require that the number of channels must be a multiple of
three or four.

C. Evaluation Metrics

The normalized correlation (NC) is used to assess the estima-
tion accuracy. It is calculated by

NC =
uT û

‖u‖ · ‖û‖ , (12)

where u is the real secret key, û is the estimated key, and ‖ · ‖
denotes the Euclidean norm. A larger NC value indicates higher
accuracy. Watermark removal performance is evaluated by the
removal rate (RR). It is calculated based on the bit error rate
(BER) as follows:

RR = 1− 2 |BER − 0.5| ,

BER =
1

Nc

Nc∑
i=1

m(i)⊕ m̂(i), (13)

where m̂ is the message extracted from the attacked image; “⊕”
and | · | denote the XOR and absolute value operations, respec-
tively. A larger RR value indicates better watermark removal
performance. Besides, image quality is quantitatively evaluated
by the peak signal-to-noise ratio (PSNR) and the structural sim-
ilarity index measure (SSIM). The PSNR is calculated by

PSNR[dB] = 10 log10

(
M2 ·HW∑H

i=1

∑W
j=1 ‖I(i, j)− I′(i, j)‖2

)
,

(14)
where I and I′ are images of size H ×W ; M is the maximum
possible pixel value of the image. The SSIM is calculated by

SSIM(x, y) =
(2μxμy + C1)(2σxy + C2)

(μ2
x + μ2

y + C1)(σ2
x + σ2

y + C2)
, (15)

where x and y are patches from two images; μx and μy denote
the means of x and y, respectively; σx and σy represent the
standard variances of x and y, respectively; σxy represents the
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covariance of x and y; C1 and C2 are two constants. a larger
value for both PSNR and SSIM indicates better image quality.

III. PROPOSED METHOD

Fig. 1 presents the proposed watermark removal framework
for SS watermarking in the KMA scenario. As can be seen, the
proposed framework has two stages with forward and backward
branches. In the forward branch of Stage I, watermarked signals
are extracted from the owner’s watermarked images. These wa-
termarked signals are normalized, multiplied with the estimated
key, and then fed into the sigmoid-based decoder to extract the
embedded messages. In the backward branch of Stage I, the ex-
tracted and original messages are used to calculate the MSE loss.
Afterward, an optimizer updates the estimated key based on the
loss value. In Stage II, new original images are sampled from a
public dataset. These images and the estimated key from Stage
I are used to generate new watermarked images, which are then
used to train the proposed QCNN-based network. Besides, the
estimated key is used to extract watermarks from the attacked
images to calculate the RR loss assisted with learning watermark
features.

A. Stage I: Secret Key Estimation

Secret key estimation aims to obtain an estimated key Û that
closely approximates the real secret key U. The watermark ex-
traction function in (8) usesU as a decision boundary to classify
each extracted watermark bit as “0” or “1”. Therefore, the es-
timation problem can be transformed into a classification prob-
lem, where the estimated key Û corresponds to the predicted
decision boundary. Better classification performance implies
higher estimation accuracy. In this case, the watermark extracted
by Û is more similar to the original one. Moreover, Û can be
seen as trainable parameters and iteratively optimized by back-
propagation and parameter optimization algorithms. Based on
this analysis, we propose an estimation method, as illustrated
in the upper part of Fig. 1. First, the watermarked signal y is
extracted from the watermarked image Iw. Then, a decoder ex-
tracts the watermark m from y by

m̂ = Decoder(y, Û), (16)

where Decoder(·) represents a watermark extraction function.
Next, the backpropagation algorithm uses m̂ and m to calculate
the gradients with respect to Û

∇Û =
∂L
∂Û

, (17)

where L is a loss function of m and m̂. Finally, an optimization
algorithm updates Û via

Û = Optimizer(Û,∇Û), (18)

where Optimizer(·, ·) can be implemented by various optimiza-
tion algorithms, including stochastic gradient descent and Adam
algorithms [34]. The optimization algorithm minimizes the loss
function L that is parameterized by Û and uses ∇Û to update
Û via a carefully-crafted strategy. Since each column of U is a

Fig. 1. Illustration of the proposed two-stage watermark removal framework
for SS watermarking. The upper and lower parts show the flowcharts of Stage I
and Stage II, respectively.

Fig. 2. Graph of different functions. The red line represents the sigmoid func-
tion, while the blue line represents the original watermark extraction function
in (8).

unit vector, each column of Û is further normalized to have unit
length.

Usually, the watermark extraction function in (8) is employed
as the decoder in (16). Nevertheless, this function poses a chal-
lenge for the proposed estimation method due to its zero-gradient
issue. Fig. 2 presents the graph of (8). As observed, the gradi-
ent of this function is always zero. Consequently, ∇Û in (18)
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becomes a matrix with all its elements equal to zero, preventing
the update of Û. To circumvent this problem, we propose an
alternative watermark extraction function based on the sigmoid
function:

m̂(i) = Sigmoid(−yT ûi), (19)

where Sigmoid(·) represents the sigmoid function. Fig. 2 shows
the graph of the sigmoid function. Its maximum and mini-
mum possible values are close to 1 and 0, respectively, similar
to the range of values in (8). Additionally, its gradient is not
always zero, ensuring that ∇Û contains non-zero values. These
properties enable the sigmoid-based decoder to overcome the
zero-gradient issue. From (8), m̂(i) is 1 if −yT ûi is positive
and is 0 if −yT ûi is negative. The sigmoid function of (19)
maps −yT ûi into the open interval (0, 1). Its output is greater
than 0.5 when −yT ûi is positive, where m̂(i) should be 1. On
the other hand, m̂(i) should be 0 when the output is smaller than
0.5. Moreover, since ûi is a unit vector, −yT ûi can be rewritten
as

−yT ûi = −||y|| · yT ûi

||y|| · ||ûi|| = −||y|| cos θi, (20)

where θi denotes the angle between y and ûi. Subsequently,
−yT ûi falls within the interval [−||y||, ||y||]. When ||y|| is very
large, the gradient of (19) approaches zero. This can hinder the
update of Û during secret key estimation. To address this issue,
the sigmoid-based decoder is modified as

m̂(i) = Sigmoid(−yT ûi/||y||). (21)

Then, we have

−yT ûi

||y|| = − yT ûi

||y|| · ||ûi|| = − cos θi. (22)

Accordingly, −yT ûi/||y|| falls within the interval [−1, 1], en-
suring that the gradient remains non-zero even for large values
of ||y||.

The loss function L in (17) should measure the difference
between m and m̂. In this work, we employ the mean squared
error (MSE) as the loss function.

B. Stage II: Watermark Removal

Stage II aims to train a network capable of removing the wa-
termark m embedded in the watermarked image Iw while pre-
serving the visual quality of the original image Io. However, wa-
termark removal is challenging due to several reasons. Firstly,
watermarking is imperceptible. The visual difference between
Iw and Io is often subtle. This makes it difficult for the network to
learn the visual cues that distinguish the two images. Secondly,
m has good robustness. Even if Iw is distorted, m can still be
successfully extracted. Last but not least, m is embedded in the
subspace spanned by the real secret key U. Without knowledge
of U, the network cannot easily identify and remove the wa-
termark. To overcome these challenges, the key Û estimated in
Stage I is used to provide the network with information about
U. The lower part of Fig. 1 illustrates the training process of
the watermark removal network. Initially, a set of new original

images I′o are randomly sampled from a public dataset. Û em-
beds randomly generated watermarks m′ into I′o to obtain the
watermarked images I′w. Subsequently, the watermark removal
network is trained on the pairs of I′w and I′o. Specifically, I′w is
fed into the network

I′r = Net(I′w), (23)

where I′r and Net(·) represent the attacked image and the water-
mark removal network, respectively. I′r is visually similar to I′o
while containing minimal information about m. Existing water-
mark removal methods often focus on minimizing the difference
between I′r and I′o. However, they often lead to unsatisfactory
results. The network reconstruction ability determines image
quality. It is important to design an effective network. More-
over, although I′w provides the information about U, the trained
network cannot remove watermarks effectively. The minimiza-
tion of I′r and I′o aims to achieve good image quality instead
of removing watermarks. In this way, the distortion caused by
watermark embedding may be seen as an inherent part of the
original image. Hence, it is critical to design another objective
function to guide watermark removal. Our solutions to these
problems are given as follows:

1) Image Quality: To achieve high-quality image reconstruc-
tion, it is crucial to design the watermark removal network care-
fully. As described in Section II-A, SS watermarking embeds
watermarks in the frequency domain. Reconstructing images in
this domain can enhance image quality. Moreover, an image
consists of various coefficients. Capturing their relationships is
essential for image quality enhancement. To this end, we design a
QCNN-based network to learn the relationships. Fig. 3 illustrates
the structure of the proposed network. Our network comprises
CNN and quaternion blocks. The quaternion block captures the
relationships between frequency coefficients, while the CNN
block learns frequency features individually. Let CBlock(·) and
QBlock(·) denote the CNN and quaternion blocks, respectively.
QConvk×k(·) denotes a QCNN of kernel size k × k. Down(·)
and Up(·) denote the downsampling and upsampling operations,
respectively. For the proposed network, the input image is first
transformed into the frequency domain using the 1-level DWT:

F = DWT(I′w), (24)

where Iw ∈ R1×H×W and F ∈ R1×H×W . F is divided into
four equal parts and reshaped into a four-channel feature
F1 ∈ R4×h×w, where h = H/2 and w = W/2. Subsequently,
a QCNN of kernel size 1× 1 increases the number of channels
of F1 to a specified integer Nmid:

F2 = QConv1×1(F1), (25)

where F2 ∈ RNmid×h×w. F2 is fed into a CNN block followed
by a quaternion block and a downsampling module:

F3 = QBlock1(CBlock1(F2)),

F4 = Down1(F3), (26)

whereF3 ∈ RNmid×h×w andF4 ∈ R2Nmid×h/2×w/2. The same
process is repeated once more:

F5 = QBlock2(CBlock2(F4)),
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Fig. 3. Structure of our watermark removal network. The proposed network has one downsampling branch, one upsampling branch, and two skip connections.
Both branches contain quaternion blocks and traditional CNN blocks.

F6 = Down2(F5), (27)

where F5 ∈ R2Nmid×h/2×w/2 and F6 ∈ R4Nmid×h/4×w/4.
Next, F6 is processed by another CNN-quaternion block:

F7 = QBlock3(CBlock3(F6)), (28)

where F7 ∈ R4Nmid×h/4×w/4. F7 is upscaled and fed into a
CNN-quaternion block. The process is repeated and formulated
as follows:

F8 = QBlock4(CBlock4(Up1(F7))) + F5,

F9 = QBlock5(CBlock5(Up2(F8))) + F3, (29)

where F8 ∈ R2Nmid×h/2×w/2 and F9 ∈ RNmid×h×w. Both up-
sampling modules decrease the number of channels and increase
the spatial size by a factor of two. After that, a 1× 1 QCNN de-
creases the number of channels ofF9 to four. The result is further
reshaped into F10 ∈ R1×H×W . Finally, the inverse DWT is per-
formed on F10 to obtain I′r. Within each quaternion block, each
QCNN is followed by a batch normalization (BN) layer and a
leaky rectified linear unit (LReLU). The first QCNN divides the
input channels in half:

F′ = LReLU(BN(QConv1×1(Fin))), (30)

where Fin ∈ RNmid×h′×w′
is the input of the quaternion block

and F′ ∈ RNmid/2×h′×w′
is the output of the first LReLU. Fol-

lowing that, the second LReLU layer outputs

F′′ = LReLU(BN(QConv3×3(F
′))), (31)

where F′′ ∈ RNmid/2×h′×w′
. The last LReLU layer outputs

F′′′ = LReLU(BN(QConv1×1(F
′′))), (32)

where F′′′ ∈ RNmid×h′×w′
. Based on the channel attention

mechanism, a scale vector is calculated as follows:

S = Sigmoid(Conv(ReLU(Conv(AVGPool(F′′′))))), (33)

where S ∈ RNmid×1×1; Conv(·) denotes the convolutional
operation of kernel size 1× 1; AVGPool(·), ReLU(·), and
Sigmoid(·) represent the global average pooling, rectified lin-
ear unit, and sigmoid function, respectively. Finally, the output
of the quaternion block is expressed as

Fout = Fin + F′′′ · S, (34)

where Fout ∈ RNmid×h′×w′
is the output and “·” denotes the

channel-wise multiplication operation. The CNN block has the
same architecture as the quaternion block, except all QCNNs are
replaced with CNNs. To train the network, I′r and I′o are used to
calculate a loss value as follows:

Lquality = L1(I
′
r, I

′
o), (35)
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TABLE I
PERFORMANCE COMPARISON OF DIFFERENT METHODS UNDER DIFFERENT

WATERMARK EMBEDDING METHODS

where L1(·, ·) denotes the L1 loss function. Under the guidance
of Lquality, the proposed network learns to enhance the visual
quality of I′r.

2) Removal: If I′r contains minimal information about the
watermark m′, the extracted watermark m̂′ from I′r becomes
significantly different from m′. Commonly, BER in (13) is used
to measure this difference. A larger BER value indicates a larger
difference. However, BER is not suitable for evaluating water-
mark removal performance. To illustrate the issue, consider the
following scenario: Let m′ = [0, 0, 0]T and m̂′ = [1, 1, 1]T . In
this case, BER takes the maximum value of 1. However, if we
flip each bit of m̂′, we obtain m̂′ = [0, 0, 0]T , leading to a BER
value of 0. Hence, a large BER value does not necessarily in-
dicate good watermark removal performance. Instead, removal
performance should be evaluated by the minimum value in BER
and 1− BER. This minimum value calculation can be expressed
as the RR in (13). When the watermark is completely removed,
the BER is equal to 0.5. That is to say, 50% of the bits in m̂′ are
different from those inm′. As discussed in Section III-A, the gra-
dient of (8) is always zero, causing that the trainable parameters
fail to be updated. To address this problem, Stage II employs the
sigmoid-based decoder proposed in (21) to extract watermarks.
If the decoder output is larger than 0.5, the extracted bit is consid-
ered as 1. Otherwise, the extracted bit is considered as 0. Thus,
0.5 is the decision boundary for the real secret key. Combin-
ing this observation with (13), we find that shifting the decision
boundary can make watermark extraction failed for more bits.
This motivates us to design an RR loss function to guide the wa-
termark removal network and encourage the decoder output to

approach a given boundary. Specifically, a watermark m̂′ is ex-
tracted from I′r using the estimated key Û and the sigmoid-based
decoder. Subsequently, m̂′ is used to calculate a loss value by

LRR =
1

Nc

Nc∑
i=1

‖m′(i)− ε‖2, (36)

where ε is a given boundary. With the assistance of LRR, the
decision boundary is shifted and the RR value is increased. The
extracted watermark becomes more different from the original
one.

Combining (35) and (36), the overall loss function for the
watermark removal network can be written as

LII = λ1Lquality + λ2LRR, (37)

where λ1 and λ2 are two hyperparameters. Due to its general-
ization ability, the trained network can be applied to the water-
marked images of the owner.

The proposed secret key estimation method may be applied
only for some scenarios or watermarking techniques since it uses
the unique characteristics of SS watermarking and the KMA sce-
nario. Nevertheless, the proposed framework can be extended to
other scenarios and watermarking techniques. Our framework
consists of two stages. The first stage estimates the secret key
and the second stage utilizes the estimated key to train a wa-
termark removal network. A secret key estimation method can
be designed for a specific watermarking technique and scenario.
For example, the set-membership estimation method was devel-
oped for the quantization index modulation watermarking in the
watermarked-only attack scenario, where attackers can access
only watermarked data [35]. Then, such estimated key can be
used to train the watermark removal network in our framework.
In such a way, our framework can be generalized to other scenar-
ios and watermarking methods. In addition, our framework can
be applied to adaptive watermark embedding methods. In [29], a
training strategy was designed to train a watermark removal net-
work on different embedding strength factors. Specifically, the
embedding strength decreases as the training epoch increases.
As a result, the trained network learns the features of different
embedding strength factors and can attack watermarked images
with different visual qualities. Using this strategy, our frame-
work can be adapted to different embedding parameters.

IV. EXPERIMENTAL RESULTS

In this section, the BOWS2 dataset [36] is utilized to generate
the additional information in the KMA scenario. For Stage II, the
BOSSBase (v1.01) dataset [37] is selected as the public dataset.
Both BOWS2 and BOSSBase consist of 10,000 grayscale im-
ages of size 512× 512. The original images Io of the owner are
randomly selected from BOWS2 and then resized to a resolu-
tion of 256× 256. The real secret key U embeds watermarks
m into Io to generate the watermarked images Iw. In Stage II,
new original images I′o are randomly sampled from BOSSBase
and embedded with new watermarks m′ to generate the water-
marked images I′w of size 256× 256. This is implemented using
the estimated key Û of Stage I. The embedding strength is tuned
to ensure that the average PSNR value between the original and
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TABLE II
COMPARISON OF DIFFERENT DEEP WATERMARK REMOVAL METHODS

TABLE III
COMPARISON OF DIFFERENT REMOVAL METHODS

watermarked images is approximately 35.0dB. Besides, various
embedding methods are considered, including additive SS, ISS,
CW-ISS, RNW, and TSW. For these methods, the parameters
Nv , Nc, and λ are set to 2,048, 16, and 0.8, respectively.

A. Secret Key Estimation

Experimental Settings: In this subsection, all experiments are
conducted in Matlab (R2021b). our estimation method updates
the estimated key using the Adam optimizer with decay rates of
0.9 and 0.99. The learning rate, batch size, and epoch are set to
0.001, 1, and 120, respectively. Our method is compared with
FastICA, MLE, AVE, and EK.

Accuracy Comparison: First, watermarked signals are ex-
tracted from the watermarked images. Each estimation method
then outputs an estimated key using the watermarked signals

and the embedded watermarks. Next, the estimated and real
secret keys are used to calculate the NC value via (12). A
larger NC value indicates higher estimation accuracy. The com-
parison results are presented in Table I, where the best re-
sults are highlighted in bold and the second-best results are
underlined. No represents the number of data used for esti-
mation. As can be observed, the NC values of different es-
timation methods generally increase with the increase of No

since more data are available for estimation. In all cases, our
method outperforms the competing methods. Compared with
the second-best method, our method achieves higher accuracy
by approximately 0.57%-1.12%, 0.64%-1.14%, 0.23%-0.82%,
0.30%-0.87%, and 0.61%-1.13% on additive SS, ISS, CW-ISS,
RNW, and TSW, respectively. This superiority is attributed to
Adam’s effective optimization strategy and the backpropagation
algorithm.
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Fig. 4. Visual comparison of different deep watermark removal methods. The first and second columns are the original and watermarked images, respectively.
The third to seventh columns are the watermark-removed images of [26], [27], [28], [29], and our method, respectively. Below each attacked and watermarked
images, the PSNR, SSIM, and RR values are presented.

B. Watermark Removal

Experimental Settings: All experiments in this subsection are
conducted using the PyTorch framework and a single NVIDIA
RTX 3090Ti GPU. Training and test sets are generated from
BOWS2 using the real secret key U. The training set is used
to obtain the estimated key Û in Stage I while the test set is used
to evaluate watermark removal performance. Besides, Û and
BOSSBase are utilized to generate another training set to train
the watermark removal network. All sets include 1,000 different
data. The trainable parameters of our network are updated by
AdamW [38]. The exponential decay rates of AdamW are set
to 0.9. The learning rate, batch size, λ1, λ2, Nmid, and ε are set
to 0.008, 8, 5, 0.5, 32, and 0.49, respectively. The watermark
removal performance is evaluated using RR, PSNR, and SSIM.

Comparison with Deep Methods: Our method is compared
with the state-of-the-art deep learning methods [26], [27],
[28], [29]. Table II reports the experimental results. “w/o Es-
timation” and “w/o RR” indicate that the network is trained
without using the secret key estimation and the RR loss, re-
spectively. “Baseline” refers to our network trained using a
randomly generated key. As can be observed, the baseline
model outperforms the competing methods in terms of image
quality. Utilizing secret key estimation further enhances the
proposed model’s performance in PSNR, SSIM, and RR. It

provides more information about the real secret key, guiding the
trained network to identify the subspace where the watermarks
are embedded. Moreover, the RR loss further enhances perfor-
mance by shifting the decision boundary of the original water-
mark extraction function. Consequently, our method surpasses
existing deep learning methods with fewer parameters. Com-
pared to the second-best method, our method achieves higher
PSNR/SSIM/RR values by 0.58/0.0007/0.17, 1.14/0.0022/0.17,
1.01/0.0022/0.17, 0.49/0.0006/0.15, and 1.21/0.0029/0.16 on
additive SS, ISS, CW-ISS, RNW, and TSW, respectively. The
runtime of different watermark removal networks is compared
on 1,000 images of size 256× 256. The comparison results are
shown in Table II. As can be observed, our method achieves a
runtime of 1.5 seconds, which is the second best among the com-
peting methods. This demonstrates the computation efficiency of
our method, allowing it to handle more massive datasets within
a reasonable computation cost.

Comparison with Traditional Methods: Experiments are also
conducted to compare the proposed method with traditional
methods. The competing methods include additive white Gaus-
sian noise (AWGN), salt-and-pepper noise, JPEG compression,
median filtering, Gaussian filtering, rotation, cropping, and re-
sizing. These attacks are applied with different variances, den-
sities, quality factors, kernel sizes, kernel sizes, angles, ratios,
and scale factors, respectively. Table III reports the comparison
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Fig. 5. Visual comparison of the traditional and our methods. Below each attacked image, the PSNR, SSIM, and RR values are presented.

Fig. 6. Heat map visualization of the features learned by our method.

results. As can be observed, the median filtering, resizing, and
cropping methods perform better than other traditional methods.
Nevertheless, our method outperforms all competing methods
in terms of PSNR, SSIM, and RR. Existing SS watermarking
methods are designed to be robust against traditional methods.
Although watermarked images are distorted seriously, the em-
bedded watermarks can be extracted successfully. Hence, tradi-
tional methods cannot remove the watermarks effectively. On the
other hand, the proposed method not only removes watermarks
but also improves image quality.

Visualization: Figs. 4 and 5 present visual comparisons of
watermark removal results by different deep and traditional
methods, respectively. These images contain diverse contents,

Fig. 7. Histogram comparison of the original image and the water-
marked/attacked image.

including buildings, plants, mountains, and human subjects.
As seen from the zoom-in regions at the upper right corner of
each image, the deep methods in [26], [27], [28] cannot remove
distortion and watermarks. The method in [29] can eliminate
distortion but fails to remove the embedded watermarks. Our
method can effectively remove both distortion and embedded
watermarks. Traditional methods, on the other hand, remove
watermarks while bringing distortions to the watermarked
images. They often result in low removal rates and signifi-
cantly degrade image quality. Therefore, our method achieves
superior watermark removal performance compared to existing
deep and traditional methods. Our method effectively restores
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Fig. 8. Comparison of different numbers of training data (No) and SS embedding methods. (a) NC values in percentage (↑), (b) PSNR values (↑), (c) SSIM
values (↑), and (d) RR values (↑).

Fig. 9. Comparison of different ε values in (36) and SS embedding methods. (a) PSNR values (↑), (b) SSIM values (↑), and (c) RR values (↑).

low-frequency information, such as smooth flowers and ground.
However, it is less effective at restoring high-frequency infor-
mation, such as mountains and buildings with many textures.
Additionally, watermarks are easier to remove if watermark em-
bedding causes distortion mainly in smooth areas. To illustrate
these findings, we show four images with different content types
in Fig. 4. Image I and Image III contain more low-frequency
information compared to Image II and Image IV. As a result, our
method achieves higher image quality on Image I and Image
III. Image III also contains less high-frequency information
than Image I, making it easier to detect the distortion caused by

watermark embedding. This leads to a higher removal rate for
Image III. Image II and Image IV contain more high-frequency
information than Image I and Image III. Hence, our method
achieves lower visual quality. Moreover, the abundance of
high-frequency information makes it challenging to perceive
the distortion, resulting in lower removal rates. Notably, the
removal rate is greater on Image II than on Image IV because
the distortion of Image II appears in smooth areas. Fig. 6
presents a visualization of the features learned by different
layers of our method. The first column shows the watermarked
image, while other columns display the features obtained by
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each layer. From left to right, the layer becomes progressively
deeper. It can be observed that the shallow layers primarily
capture contrast information, providing a basic understanding
of the image structures. The middle layer begins to focus on
specific regions with noticeable distortion. This indicates that
the network learns to identify these distorted areas. In the deeper
layers, the network learns a wider range of regions while still
focusing on the distorted areas. The network learns to extract
global features that indicate watermarks and distortion.

Frequency Analysis: Our method can recover the distribu-
tions of low-frequency coefficients and those embedded with
watermarks, but the recovery of high-frequency coefficients is
unsuccessful. To illustrate this, Fig. 7 presents the histograms of
different spectral coefficients. The first and second columns rep-
resent low-frequency and high-frequency coefficients, respec-
tively, while the third column represents coefficients embedded
with watermarks. The blue, red, and yellow bars correspond
to the original, watermarked, and attacked images, respectively.
As can be observed, watermark embedding changes the distribu-
tions of various spectral coefficients, resulting in a degradation
of image quality. To remove watermarks and improve image
quality, our method learns the original distributions of these co-
efficients. Consequently, the distributions of low-frequency co-
efficients and those embedded with watermarks become more
similar to the original ones. However, restoring high-frequency
coefficients remains challenging as it is difficult to learn their
original distributions.

Ablation Study 1: An ablation study is provided to further an-
alyze the effect of secret key estimation on our method. A set of
estimated keys are obtained using different sizes of training set
for training watermark removal networks. Fig. 8 reports the per-
formance of these networks. As can be observed, PSNR, SSIM,
and RR increase with the increase of estimation accuracy. This
is because an estimated key with higher accuracy provides more
precise information about the actual secret key. This information
aids in extracting the watermarks with higher success probabil-
ity and effectively shifts the decision boundary of the watermark
extraction function.

Ablation Study 2: Another ablation study is provided to
demonstrate the effect of ε on our method. The networks are
trained using different ε values smaller than 0.5. Fig. 9 shows
their performance results. It is observed that the RR value in-
creases as ε decreases. A smaller ε value means that the decision
boundary becomes more different from the original one. More
watermark bits cannot be extracted correctly. On the other hand,
the PSNR and SSIM values decrease since this degrades image
quality. Similarly, an ε value much larger than 0.5 also degrades
image quality significantly. Hence, ε should balance the trade-off
between removal rates and image quality.

V. CONCLUSION

In this paper, we have proposed a secret key estimation method
to learn the information about the secret key effectively. It trans-
forms the secret key estimation into a binary classification prob-
lem. The estimated key is considered as the predicted deci-
sion boundary and iteratively updated by the backpropagation

algorithm and parameter optimizer. Unlike existing deep-
learning methods, we have designed a QCNN-based network
to learn watermark features in the frequency domain. The rela-
tionships between frequency coefficients are captured and the
image quality is improved. Combining our estimation method
and QCNN-based network, we have proposed a two-stage wa-
termark removal framework for SS watermarking. This frame-
work utilizes the information provided by secret key estima-
tion to train the network. To further increase removal rates, we
have introduced a loss function to prevent watermark extrac-
tion. Extensive experiments and analyses have been performed
to validate the effectiveness of our methods. In future work,
we will design an end-to-end framework to remove watermarks
effectively.
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